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ABSTRACT: Comparison of machine learning models is carried 

out in order to determine which models are best to deploy as a 

system. However, for the purpose of our research, we carried out 

a comparative analysis on Random Forest classifier, Decision 

Tree classifier and Extra Tree classifier for weather prediction 

systems as we focused on seeking the classifier with the highest 

performance metrics. Based on the metrics, accuracy score, the 

best model for the system was determined.  We carried out 

training, testing and validation of the three different models on the 

same dataset from the Kaggle dataset.  We were able to implement 

Random Forest Classifier, Decision Tree Classifier and Extra 

Tree Classifier from Scikit-Learn to make weather prediction and 

using matplotlib to visualize the accuracy score of the 

implemented models.  The Random Forest Classifier was chosen 

as the best able to achieve the highest at 66% accuracy. 

KEYWORDS: Weather, Prediction, Classification, Decision 

trees, Random forest, Logistic regression, Support vector 

machine.  
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INTRODUCTION 

Weather forecasting has been a standout amongst the most experimentally and technologically 

troublesome issues over the world in the most recent century. Environmental change has been 

looking for a great deal of consideration for a long time because of the sudden changes that 

happen. There are several limitations in better execution of weather forecasting thus it ends up 

hard predicting weather here and now with effectiveness. 

Various Machine Learning Techniques are applied on weather data to predict climate 

parameters like temperature, wind speed, rainfall, meteorological pollution. A lot of human 

activities are dependent on the weather condition, in the past hazardous weather events have 

caused humans a lot of damage and losses.  A timely and accurate prediction of the weather 

condition can help humans plan better and help reduce disastrous weather events.  The aim of 

this study is to develop a weather prediction system using Random Forest, Decision Tree and 

Extra Tree Classification Algorithm.  The model built from this model will be able to predict 

the weather condition from the data provided to it. The method of collecting and sourcing 

required information and data for this project is secondary data collection and the data set used 

for this project is obtained from Kaggle (www.kaggle.com/dataset). 

 

RELATED WORKS 

Pratyush Muthukumar et al. (2021) made an attempt to predict PM2.5 atmospheric air pollution 

using deep learning with meteorological data and ground-based observations and remote-

sensing satellite big data. For the research, they proposed a two-stage model capable of learning 

spatiotemporal trends based on remote-sensing satellite imagery of air pollution and data of 

ground-based sensors monitoring air pollutants and meteorological features. Los Angeles was 

their focus during their research. In their conclusion, they said that the result of their research 

could match to explain various real-world events, chemical processes, and physical processes 

of ground-based PM2.5 in Los Angeles county. 

Manepalli et al. (2020) carried out a research titled Weather Prediction Through Machine 

Learning. The objective of their work is to design an effective rainfall prediction agent model 

using support vector machines and multiple linear regressions. To evaluate the proposed model, 

it was implemented using MATLAB and compared with existing numerical models. The 

algorithm used in this research work was Decision Tree and Linear Regression. Two sets of 

experiments are conducted on the data, time series forecasting agent model given using SVR, 

secondly working on multivariate regression problem as visualizing agent model. This 

statistical learning method was evaluated as the best capability of forecast rainfall prediction 

with respect to temperature correlation existence. The capability of generalization of the agent 

model due to the input data structure feed is tested for RMSE with training and testing sets to 

validate the model competence index. The SVR resulted in a 15.9% improved accuracy rate. 

Kashikar et al. (2019) made an attempt on weather prediction using Scikit-Learn. They focused 

their research on the agricultural benefit of the prediction system. The dataset used for their 

research was obtained from Kaggle. Jaipur city was their focus for the research. Based on the 

test result they had, they concluded that the whole system performed according to the designed 

aim and objectives of the project. The weather prediction model system was able to forecast 

weather for next 7 days to 1 month with accuracy and efficiency. 
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Munmun et al. (2018) carried out a weather forecast prediction research (an integrated 

approach for analyzing and measuring weather data). In their research, they built a system that 

predicts the future weather conditions based on the current weather data. The data mining 

techniques namely Chi square test and Naïve Base statistics are applied on the dataset to extract 

the useful information from the dataset. The transformed dataset is stored in a database that is 

collected from the user. 

Abrahamsen et al. (2018) investigated the Machine Learning in Python for Weather Forecast 

based on Freely Available Weather Data. Weather data from frost.met.no was collected using 

a newly developed Python API. The data consists of hourly temperature and precipitation 

measurements in the period 01.01.2016 T00:00 to 31.12.2017 T23:00 from weather station 

SN30255 at latitude: 59.091 and longitude: 9.66 in Porsgrunn, Norway. These data were used 

to train and tube several Auto-Regressive Artificial Neural Networks (AR-ANN) by using 

TensorFlow from Python. 48 consecutive hours is set to be predicted by four different models. 

 

METHODOLOGY 

This is the process of acquiring the necessary tools for the development of the program. The 

project is developed with Python Programming Language on jupyter notebook in a conda 

environment which was dependent on some of the libraries such as scikit- learn 0.22, pandas, 

matplotlib which were used for training, testing, validation and evaluation of the machine 

learning models. 

The data set of this research was obtained from Kaggle. This data is the weather history from 

2006 to 2016. It contains a total amount of 96453 data entries and 12 columns. Some of the 

column headers are precip type, temperature, humidity, wind speed, pressure etc. 

 

DATA COLLECTION 

1. It consisted of various data points consisting of date of reading, precipitation, pressure, 

humidity, and many more. 

2. The dataset was imported into the notebook. 

 

 
Dataset on kaggle 
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Dataset in Jupyter Notebook  

 
Importing dataset 

 

DATA PREPROCESSING 

All the white spaces, irrational entries and false data was removed by variable python functions. 

 

Data cleaning 

 

FEATURE ENGINEERING 

 
Feature engineering 
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Correlation output 

 

Visualize correlation output with seaborn heatmap 

SPLITTING THE DATA INTO FEATURE AND LABEL 

1. The data is split into features and label; x: feature, y: label 
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Splitting data into feature and label 

DIVIDING THE DATA INTO TRAINING AND TESTING 

1. We used Scikit learn’s function named train_test_split for this purpose. 

2. It divides the dependent variables and the independent variables into 2 parts consisting 

of 80% training data and 20% testing data out of the total dataset. 

 

Fig 4.2 Dividing the data into training and test data 

ASSIGNING PRE-BUILT MODEL BY SCIKIT LEARN 

1. Since we intend to only make predictions of the dataset test part, we are making use of 

classification algorithms named as Random Forest Classifier, Decision Tree Classifier and 

Extra Tree Classifier. 

2. The Scikit learn’s library must be imported before initiating the application process. So 

Scikit learn defines Random Forest Classifier, Decision Tree Classifier and Extra Tree 

Classifier. 

3. The fit_transformfuction is used on the test and train input data to standardize it. 

 
Standardize the input data 
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The fit_and_train function is use to train and test the models 

 

Testing and training the models 

EVALUATING THE PERFORMANCE OF THE THREE CLASSIFIERS 

After training the data by fitting into Random Forest, Decision Tree and Extra Tree we 

performed classification metrics from the Scikitlearn module by importing accuracy score, 

classification report and got the scores below respectively. 

 PLOTTING OF CHART USING MODELS’ ACCURACY SCORE 

After training and testing the models, the scores are saved in the variable model_scores, the 

accuracy score is then used to plot a bar chart showing the score of the three models. 

 

Accuracy score chart 

 

CONCLUSION 

Weather prediction is an important research area in the field of machine learning, there are 

many things which are yet to be discovered and many new algorithms to be developed. In the 

Random Forest Classifier, we were able to achieve 66% accuracy, but there are some 
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limitations which are faced by our research as well. Hence, these issues are to be addressed by 

future works. We can also improve the accuracy, reliability, efficiency and speed. At the end 

of this research, we were able to implement Random Forest Classifier, Decision Tree Classifier 

and Extra Tree Classifier from Scikit-Learn to make weather prediction and using matplotlib 

to visualize the accuracy score of the implemented models. 
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