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ABSTRACT: Imbalanced data are often delegated issues in data 

sets as it has the power to affect the result and the performance of 

the classification algorithm. Such problems, if not handled well 

with good sampling techniques could lead to biased results, 

overfitting as well as a high rate of misclassification thereby 

favouring just one class among the two classes. Usually, when 

assigning sampling techniques, it is necessary to look at the nature 

of the dataset being studied. It is of a truth that the LDA classifier 

looking for an efficient performance when presented with 

imbalanced instances is not suitable to deal with imbalanced 

learning tasks, since it tends to classify all the data into the 

majority class, which is usually the less important class. This work 

explains the different approaches which have been employed by 

different researchers to resolve the issue of imbalanced data in 

LDA and the effect of the results obtained both positively and 

negatively. It should be noted that this single article cannot 

completely review all the works or research done on the topic, 

hence we hope that the references which was dually cited will be 

of help to the major theoretical issues. 

KEYWORD: Imbalanced data; Oversampling; Undersampling; 

Classification; Metric evaluation. 
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INTRODUCTION 

The issue of imbalanced datasets has been a major problem for concern and has gotten more 

emphasis in recent years. An imbalanced dataset occurs when one group of a data set appears 

to be larger than the other group. Imbalanced data sets are found in many real-world situations, 

such as fraudulent classification (Chawla et al., 2002), oil spill detection (Kubat et al., 1998) 

web mining (Costa et al., 2012; Yeh et al., 2009; Ting, 2008), fraud data (Brockett et al., 2002; 

Kale et al., 2021), pattern recognition(Szabo et al., 2002; Declerck et al., 2021; Bicciato et al., 

2003; Romualdi et al.., 2003), gene expression (Li et al., 2017; Kim et al., 2020), cancer 

genomic data (Li et al., 2017) and intrusion detection (Garcia-Pedrajas et al., 2012) and 

information sorting. LDA aims at projecting the features in higher dimensional classification 

space onto a lower dimensionality, creating rules to differentiate between populations, and 

making classification based on the rule. Among several tasks in statistics and machine learning, 

one of the most important tasks is classification. Different solutions to the class-imbalanced 

problem have been proposed both at the data and algorithmic levels. Classification of such 

datasets is one of the challenging factors in machine learning. Data set with such an imbalanced 

sample size problem, the majority group terms to be favoured when the performance of the 

classification algorithm is tested and such a problem is seen as a class imbalance problem (Das 

et al., 2018). The equitability of the classification algorithm is tempered by learning relatively 

more from the majority group than the minority group. To get over such issues, three primary 

methods have been formed, which include: (i) data pre-processing method, which temper with 

the imbalanced data before the classification; (ii) algorithm-oriented method, which is made 

up of several methodologies which are used for improving the already existing classification 

rules algorithmically to produce simple and easy going rules; and (iii) hybrid method, it 

involves combining both data pre-processing and algorithm-oriented methods (Kaur et al., 

2018). A Resampling method is a cluster of methods within the data pre-processing method 

which involves the transformation of a data set with an imbalanced group problem (imbalanced 

data set) into a data set with balanced group sizes (balanced data set). Resampling methods 

constitute oversampling, undersampling, and a combination of both oversampling and 

undersampling (which is also termed hybrid resampling). The most common and mostly used 

oversampling method is random oversampling (ROS) and the most common and mostly used 

undersampling method is random undersampling. (Xie and Qiu, 2007)Demonstrated the 

negative effects of imbalanced data sets on the performance of LDA theoretically. This analysis 

is confirmed theoretically by the experimental results: applying different sampling techniques 

to balance the imbalanced data sets, the result confirmed that the efficiency of the performances 

of LDA on balanced data sets is better than those of LDA on imbalanced data sets. 

The LDA when faced with the problem of the imbalanced dataset is always a problem since it 

depends on the sample mean and sample covariance matrix. Limitations like overfitting, 

misclassification, biased results, etc. are often encountered. It has also been stated that different 

methods employed in handling the imbalanced data have also influenced the LDA classifier. 

Methods like cross validation strategy which involve getting some samples of objects 

employed to train a classification algorithm and validating the efficiency of performance of the 

classification model alternatively. It is a popular method used as a result of the fact that it can 

data split heuristics, and the most basic cross-validation strategy is lqocv (Later, in order to 

reduce the high computational cost of lqocv, kfcv was introduced by Geisser in 1975). 

Generally, a metric evaluation is needed to verify the performance of a developed classification 

algorithm. Some performance measures such as sensitivity or specificity, accuracy rate, and 
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misclassification rate are computed using some evaluation metrics like; f1 score, confusion 

metric, benchmark evaluation, etc. Often, the aim of the research determines the evaluation 

metric to be applied and the metric used also tells how well the LDA classifier is to perform in 

a particular dataset. 

It should be noted that a single article cannot be a comprehensive review. Instead, our goal has 

been to provide a sample of existing lines of research in each technique. In each of our listed 

areas, many other papers have more comprehensive detailed relevant work. In this work, we 

will be showing some works which have been done on imbalanced data sets which have both 

negative and positive effects on LDA theoretically. Also, some data level methods employed 

to balance the data sets and some evaluation metrics used will be considered.  

Methods of handling imbalanced data and Result obtain with LDA classifier: 

There are different methods of handling an imbalanced data set which include the data-level 

methods that involve the collection of examples to balance distributions and remove difficult 

samples, Algorithm-level methods which involve modifying directly existing learning 

algorithms to reduce the bias towards majority objects and getting used to mining data with 

skewed distributions and also the Hybrid methods that combine the advantages of the two 

methods. Here we will be looking at the data-level methods. 

Mean-variance cloning technique (MVCT) 

According to 0kwonu et al. (2024), the mean-variance cloning technique (MVCT) method 

works just like the over-sampling method. However, the MVCT procedure applies information 

from the minority group to generate data sets that behave like the original minority data set. 

Combining the sample size from the minority data set, and the sample size of the cloned data 

set which has an equal sample size together with their dimension, they form a new majority 

group. The data set emerged from the minority group that shares similar characteristics with 

the given data set. The effect of this is that the possibility of influential observations generated 

from the original data will be minimized. However, the MVCT procedure may behave like the 

SMOTE procedure (Chawla, 2002) but with different data extraction and generation 

procedures. In general, the MVCT method relies on the internal mechanism of the minority 

data set to compute the mean and standard deviation of the new data set. Also, the metric 

evaluation applied has an effect on the classification algorithm. In 0kwonu et al. (2024), the 

results using the benchmark evaluation threshold (0kwonu et al., 2022) are given as equation 

1. 

  𝛿 =[
1−𝛼

2×𝛼
] 𝛼                                                                                 (1) 

where α is the probability of correct classification from the confusion matrix and 

δ is the probability of misclassification. Therefore, the BETH value is 

∩ = ∁ − δ, (∁ = 1) 

The performance of the classification model is calculated as 

𝜌 =
𝛼 

∩ 
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This reveals that the Fisher linear classification method (FLCM) performed comparably for 

imbalanced and balanced data and outperformed the nearest mean classifier (NMC) and the 

independent classification rule (ICR). The study demonstrated that the MVCT effects on the 

classifiers are data-dependent. Therefore, the research showed that sample size balancing 

irrespective of the data dimension does not have a strong impact on the classifier’s 

performance. This analysis concluded that for the k>m classification problem, the FLCM 

classifier has comparable performance on the imbalanced and balanced data. 

 Resampling techniques: 

The sampling method involves changing the size of either of the classes (majority or minority 

class) so as to obtain a dataset that is balanced. There are three different types of sampling 

methods: over-sampling, under-sampling, and hybrid techniques. The oversampling method, it 

entails the addition of training data which is synthesised by randomly generating a minority 

data set of the attributes to form samples in the minority class. It focuses on the minority group. 

The synthetic minority over-sampling technique (SMOTE) algorithm is a common over-

sampling method (Chawla et al., 2002). This method involves reconstructing the minority class 

by randomly interpolating between two neighbouring minority points. The SMOTE can be 

enhanced by regenerating the minority class only in the border region of minority clusters(Han 

et al., 2005) or in the minority class point with the highest safe area(Bunkhumpornpat et al., 

2009). Some over-sampling methods combine several clustering techniques to create minority 

clusters and then add a new minority class such as DBSCAN, clustering using representatives 

(CURE)-SMOTE (Ma and Fan, 2017), k-means SMOTE (Douzas et al., 2018), radius-SMOTE 

(Paradipta et al., 2021), and Gaussian Kernels with diagonal smoothing matrices (Menardi and 

Torelli, 2014). 

 In Xie and Qiu (2007) they compared the performance of LDA on imbalanced data sets with 

that of LDA on balanced data sets. To make this comparison objective, they employed the 

method area under the ROC curve (AUC). Four sampling techniques were considered. These 

include Random undersampling, random oversampling, Tomek link and synthetic minority 

oversampling techniques. The theoretical analysis confirmed by the experimental results: using 

the four sampling methods to rebalance the imbalanced data sets found that the performances 

of LDA on balanced data sets are better than those of LDA on imbalanced data sets. The 

experimental results also showed that the two over-sampling methods are more effective than 

the two under-sampling(Tomek link and random undersampling) methods in improving the 

performance of LDA. 

In Xue and Titterington (2008) they used two metrics evaluation to examine the performance 

of the model, which is the AUC and ER (error rate) through a hold-out validation strategy. 

Their investigation claimed that random oversampling or random undersampling methods 

which are both resampling methods yielded not much improvement in AUC, but alleviated the 

ER significantly. In recent times, research by Jamaluddin and Mahat (2019) revealed positive 

findings that laid more emphasis on the findings from both previous pieces of research which 

were contradicting.100 bivariate was used in their empirical study which was distributed 

normally and simulated with four different real data sets. Through a 10-fold cross-validation 

strategy based on TPR and TNR, they revealed that the performance increment effect in the 

classification of the positives was more significant than the performance decrement effect in 

the classification of the negatives. Also, they discovered that the LDA was significantly biased 

towards the majority group, as such, they concluded that class imbalance has a negative effect 
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on the performance of the LDA model. Applying the TPR and TNR helped in relating the 

findings from the earliest works as both measures allowed the performance estimation of LDA 

in learning from the minority group objects and the majority group objects individually. The 

research has revealed completely the effect of the resampling method on the performance of 

the LDA model. The researcher suggested that the findings could be worked on and verified in 

the future using different techniques as of validation in order to encourage variableness analysis 

of the methods through other techniques like the loocv, kfcv, rkfcv, B, and B632. The findings 

could be enhanced by researching the consistency of the estimates between the strategies, 

which would eventually help in the effectiveness of the analysis of a resampling method 

towards LDA, especially when considering unbiasedness in discrimination learning 

irrespective of the class sizes. 

In (Drummond and Holte, 2003; Barandela et al., 2003; Roy et al., 2018), in various domains, 

they applied Classification tasks. The binary classification was considered and the Gaussian-

based Bayes rule was assigned to samples with variables, and then employed the resampling 

method before constructing the linear discriminant rule. For the case of samples of a dataset in 

the majority and minority groups, ROS randomly was used to select a sample. Generally, a 

2X2 confusion matrix is used to represent the decision-making of an algorithm for binary 

classification. The positives and negatives in the matrix are named. The positives refer to the 

sample with the event of interest and the negatives represent the objects without the event of 

interest. The main cells of the confusion matrix are divided into four having four different 

elements, which include the true positives (TP), true negatives (TN), false positives (FP), and 

false negatives (FN). TP, TN, FP, and FN are made up of correctly classified positives, 

correctly classified negatives, incorrectly classified negatives, and incorrectly classified 

positives, respectively. It is given as; 

 

 

Precision=  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃
 

Accuracy=  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁
 

Recall= 
𝑇𝑃

𝑇𝑃+𝐹𝑁
 

Misclassification Rate: 
𝐹𝑃+𝐹𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 

Note that TP+TN implies correct classification while FN+FP is incorrect classification. 

Both accuracy and error rate tested measured negativity in class imbalance examination due to 

the unfairness achieved as a result of favour towards the majority group (Branco et al., 2016). 

Such disfavour led to the initiation of balanced accuracy. 

In (Jamaluddin and Mahat, 2019) they succeeded in proving that irrespective of the sample 

size, the resampling method can enhance the overall unbiasedness of the LDA model in the 

classification of a dataset. Their work encouraged further research to be carried out so as to 

explore how much effect can a resampling method have on LDA with varying class imbalance 

ratios. This is necessary as it will help be of help in quantifying a solution irrespective of the 

 P N 

P TP FP 

N FN TN 
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reason for the class imbalance to avoid computations with unnecessary costs and also ensure 

that the original features of the imbalanced data are kept. Apart from that, separating the groups 

of samples could also have a negative effect on the behaviour of class imbalance. Even though 

the groups are imbalanced, making the groups far from each other, can ease the separation. 

They also suggested in their investigation that the methods that can successively solve several 

issues at once in a dataset such as the curses of class imbalance and high dimensionality (either 

in a large number of instances or a high-dimensionality-small-sample-size problem). In 

summary, They studied the effect of a resampling method (ROS or RUS) on the performance 

of LDA based on true positive rate and true negative rate through five validation strategies, i.e. 

leave-one-out cross-validation, k-fold cross-validation, repeated k-fold cross-validation, naive 

bootstrap, and 632+ bootstrap and the method was tested on four real data sets. The result of 

the location and dispersion statistics of the metric measures for performance were further 

enlightened on:(i) how the resampling method affects LDA performance and (ii)  the learning 

unbiasedness of LDA on the samples irrespective of the data size, hence alleviating the effect 

of the reason of class imbalance. 

Some Problems with an imbalanced dataset 

Class imbalances are not the only problem to struggle with when dealing with classification 

tasks. The method employed in distributing the data set within each class (between-class versus 

within-class imbalance is also important). Japkwicz (2001), Zadrozny and Elkan (2001), and 

Prati et al. (2004) researched a systematic study to verify whether class imbalances have 

limitations on classifier performance or whether these limitations might be explained in other 

ways. In the study, the artificial dataset was used in order to have absolute control over all the 

variables they wanted to work with. The results of their investigation applying the 

discrimination-based inductive scheme, showed that the problem is not entirely caused by class 

imbalance, rather it is also related to the level of overlapping dataset among the classes. 

Different studies have discussed the interaction between class imbalances. In 

(Kasemtweechoki and Suwannik, 2023), three approaches to handling imbalanced data were 

studied: over-sampling, under-sampling, and hybrid approach. The over-sampling method 

involves duplicating data in the minority class, the under-sampling involves methods that 

eliminate majority class data and Hybrid methods combine the noise-removing benefits of 

under-sampling the majority class with the synthetic minority class-creating process of over-

sampling. In their research, they employed a dimensionality-reducing model which is the 

principal component (PC) analysis, which is often applied to datasets in order to reduce 

dimensionality, and also to alleviate the majority class data amount. They also compared the 

proposed method which had eight state-of-the-art under-sampling methods across three 

different classification models: support vector machine, random forest, and AdaBoost. In their 

research conducted on 35 datasets, the proposed method used had values with higher averages 

for sensitivity, G-mean, the Matthews correlation coefficient(MCC), and receiver operating 

characteristic curve (ROC curve) compared to the other methods of under-sampling. Generally, 

it is important to know that when faced with imbalanced dataset limitations like overlapping, 

overfitting, biased result, high rate of misclassification rate and many others irrespective of the 

classification algorithm used, these problems can be handled by choosing a good method of 

handling imbalanced data that suit your dataset as it has been shown by many studies that large 

data set works better with oversampling.  
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CONCLUSION 

Practically, it is often seen that the oversampling method performs better in imbalanced data 

when working with LDA than the undersampling as seen in (Xie and Qiu, 2007; Xue and 

Titterington, 2008). Resampling methods tend to perform well in balancing datasets in LDA 

but due to some limitations encountered in trying to balance the dataset like in the oversampling 

technique which can favour only the minority and lead to a biased result and the undersampling 

which could remove vital information from the dataset, the performance of the LDA model is 

affected. Also, the MVCT which is similar to the SMOTE as seen in [19] shows that the MVCT 

does not have an effect on the LDA classifier and also shows that the oversampling method 

seems to be better in balancing the dataset. 
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