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ABSTRACT: Probability of misclassification occurs when there 

is a choice of criteria that is not favourable for classification. The 

probabilities of misclassification associated with a family of 

Johnson’s system, the Inverse Hyperbolic Sine Normal 

distribution, was developed in this study. The distribution theory 

and rules, along with the formulation of the system, were 

generated. It was asserted that the estimation of the parameters 

of the system could be demystified if one or more variables under 

consideration are distributed normally.  
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INTRODUCTION 

Contributions on probabilities of misclassification associated with different distributions 

abound in the literature (Amoh & Kocherlakota, 1986; Mahmoud & Moustafa, 1995; 

Awogbemi & Onyeagu, 2019). Notable among these are the associations between probabilities 

of misclassification and Johnson’s system of distribution, with the exclusion of inverse 

hyperbolic sine normal distribution. This exclusion has since created a gap that has not been 

resolved (Awogbemi  et al., 2017; Awogbemi & Urama, 2020). 

Inverse hyperbolic sine transformation was first suggested by Johnson (1949a), originally 

proposed by Johnson (1949b) and applied by Burbidge et al. (1988). The distribution of inverse 

hyperbolic sine models non-normality of marginal distributions. The interest is to transform a 

random variable in a way that allows for non-normality, but with explicit joint distribution 

function. The transformation maps the non-normal variables into a joint normal distribution 

that allows for contemporaneous interdependence (Octavio et al., 2011). 

The purpose of this study is to generate the distribution theory and rules related to inverse 

hyperbolic sine normal, formulate the probabilities of misclassifications and probability 

density function associated with the inverse hyperbolic sine normal distribution, and also 

estimate hyperbolic sine normal. 

Preliminaries 

 Let the hyperbolic sine be defined by (𝑥)  =
𝑒𝑥−𝑒−𝑥

2
 with an inverse of  

𝑠𝑖𝑛ℎ−1(𝑦) = 𝑙𝑛 [𝑦+(1 + 𝑦2)
1

2 ]  𝑎𝑛𝑑 modification 𝑓(𝑥) =
𝑒𝑥𝑝𝑒𝑥𝑝 (𝜗𝑥) −𝑒𝑥𝑝𝑒𝑥𝑝 (−𝜃𝑥) 

2𝜃
 ,  

𝑤ℎ𝑒𝑟𝑒  𝑓−1(𝑦) =
𝑙𝑛 [𝜃𝑦+(𝜗2+1)1/2]

𝜃
                          (Burbidge, 1988). 

The modified hyperbolic sine ensures that the normal distribution becomes a special case as 𝜃  
approaches zero. Using 𝐿′ Hospital’s rule, a linear function is generated as 

𝑒𝑥𝑝𝑒𝑥𝑝 (𝜃𝑥) −𝑒𝑥𝑝 (−𝜃𝑥)

𝜃
  =0

[𝑒𝑥𝑝𝑒𝑥𝑝 (𝜃𝑥) −𝑒𝑥𝑝 (−𝜃𝑥)] 
𝜕

𝜕𝜃
(𝜕𝜃)

    

                                       0
[𝑒𝑥𝑝𝑒𝑥𝑝 (𝜃𝑥) −𝑒𝑥𝑝 (−𝜃𝑥)] 

2
                                         

                                        = 𝑥 

 Thus, a random variable 𝑋 is an inverse hyperbolic sine normal if  𝑌 = 𝑠𝑖𝑛ℎ−1(𝑋)  is normal, 

−∞ < 𝑋 < ∞.  The probability density function of  𝑌 is expressed as  

𝑓(𝑦) =
1

𝜎𝑦√2𝜋

𝑒𝑥𝑝 (−
1

2𝜎𝑦
2 [𝑦 − 𝑢𝑦]]

2), −∞ < 𝑦 < ∞                                                 (1) 

where 𝑢𝑦, 𝜎𝑦 satisfy the conditions that  𝜎𝑦 > 0. 

Transforming   𝑌 = 𝑠𝑖𝑛ℎ−1(𝑋), the density function of X translates to  
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𝑓(𝑥) =
1

(𝑥2+1)1/2𝜎𝑦√2𝜋
 exp[-

1

2𝜎𝑦
2 (𝑠𝑖𝑛ℎ−1(𝑥) − 𝑢𝑦)2], −∞ < 𝑦 < ∞                            (2)  

It is assumed that 𝜎𝑦
2   𝑒𝑚𝑎𝑛𝑎𝑡𝑒𝑠 𝑓𝑟𝑜𝑚  𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑠  𝜋1 and 𝜋2  with X∈ 𝜋1 , 𝜇𝑦 = 𝜇1𝑦 𝑎𝑛𝑑 

X∈ 𝜋2 ,   𝜇𝑦 = 𝜇2𝑦. 

 

METHODS 

Conditional Probabilities of Misclassification for Inverse Hyperbolic Sine Normal 

When an observation from  𝜋1  is misclassified, the conditional probability of misclassification 

of IHSN is expressed as  

𝑒12(𝑥1, 𝑥2) = ∫
∞

(𝑥1,𝑥2)
2

1

(𝑥2 + 1)
1
2𝜎𝑦√2𝜋

𝑒𝑥𝑝 [−
1

2𝜎𝑦
2

(𝑠𝑖𝑛ℎ−1(𝑥) − 𝜇1𝑦)2]𝑑𝑥,  𝑤ℎ𝑒𝑛 𝑥1 < 𝑥2 

                           = ∫
(𝑥1,𝑥2)

2
−∞

1

(𝑥2+1)
1
2𝜎𝑦√2𝜋

𝑒𝑥𝑝 [−
1

2𝜎𝑦
2 (𝑠𝑖𝑛ℎ−1(𝑥) − 𝜇1𝑦)2]𝑑𝑥, 𝑤ℎ𝑒𝑛 𝑥1 ≥ 𝑥2     

(3) 

By transforming the variable of integration, 𝑘 =
𝑠𝑖𝑛ℎ−1−𝜇1𝑦

𝜎𝑦
  and setting 𝛼 =

(𝑥1,𝑥2)

2
,   

𝑒12(𝑥1, 𝑥2) = ∫
∞

[𝑠𝑖𝑛ℎ−1(𝛼)−𝜇1𝑦]/𝜎𝑦

1

√2𝜋
𝑒𝑥𝑝 𝑒𝑥𝑝 [−

𝑡2

2
]  𝑑𝑡, 𝑤ℎ𝑒𝑛 𝑥1 < 𝑥2 

                                             

                                               = ∫
[𝑠𝑖𝑛ℎ−1(𝛼)−𝜇1𝑦]/𝜎𝑦

 −∞ 

1

√2𝜋
𝑒𝑥𝑝 𝑒𝑥𝑝 [−

𝑡2

2
]  𝑑𝑡, 𝑤ℎ𝑒𝑛 𝑥1 ≥ 𝑥2                   

(4)                                 

Equation (4) can be expressed as      

𝑒12(𝑥1, 𝑥2) = 1 − 𝛷[
𝑠𝑖𝑛ℎ−1(𝛼) − 𝜇1𝑦

𝜎𝑦
]  𝑤ℎ𝑒𝑛 𝑥1 < 𝑥2 

                                                     = 𝛷[
𝑠𝑖𝑛ℎ−1(𝛼)−𝜇1𝑦

𝜎𝑦
]   𝑤ℎ𝑒𝑛 𝑥1 ≥ 𝑥2                                       (5) 

Substituting for 𝛼 in equation (5), we have the conditional probability of misclassification when 

an observation from population 𝜋1 is misclassified. 

𝑒12(𝑥1, 𝑥2) = 1 − 𝛷[

𝑠𝑖𝑛ℎ−1 (
(𝑥1, 𝑥2)

2
) − 𝜇1𝑦

𝜎𝑦
] , 𝑤ℎ𝑒𝑛 𝑥1 < 𝑥2 

                                                     = 𝛷[
𝑠𝑖𝑛ℎ−1(

(𝑥1,𝑥2)

2
)−𝜇1𝑦

𝜎𝑦
] , 𝑤ℎ𝑒𝑛 𝑥1 ≥ 𝑥2                               (6)     
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Thus, the conditional probability of misclassification for IHSN when an observation from 

population 𝜋2 is misclassified is given by  

𝑒21(𝑥1, 𝑥2) = 𝛷 [
𝑠𝑖𝑛ℎ−1(

(𝑥1,𝑥2)

2
)−𝜇2𝑦

𝜎𝑦
]  , 𝑤ℎ𝑒𝑛 𝑥1 < 𝑥2 

         = 1 − 𝛷 [
𝑠𝑖𝑛ℎ−1(

(𝑥1,𝑥2)

2
)−𝜇2𝑦

𝜎𝑦
] , 𝑤ℎ𝑒𝑛 𝑥1 ≥ 𝑥2                                                                   (7)                         

When 𝑋 ∈ 𝜋𝑖, 𝐸(𝑋) = −𝑑 𝑠𝑖𝑛ℎ 𝑠𝑖𝑛ℎ (𝜇𝑖𝑦) , 𝑉𝑎𝑟(𝑋) =
1

2
[𝑑2 − 1]{−𝑑2

𝑐𝑜𝑠ℎ 𝑐𝑜𝑠ℎ (2𝜇𝑖𝑦)  + 1}, 𝑖 = 1, 2; 

where 𝑑 =𝑒𝑥𝑝 𝑒𝑥𝑝 [
𝜎𝑦

2

2
] , (see  Johnson, 1949). 

Distribution of Conditional Probability of Misclassification  

From equation (5),  𝑒21(𝑥1, 𝑥2) ≤ 𝑧  𝑤ℎ𝑒𝑛 

  𝑥1 < 𝑥2 𝑎𝑛𝑑   𝑥1 + 𝑥2 ≥ 2 𝑠𝑖𝑛ℎ 𝑠𝑖𝑛ℎ [𝜇1𝑦 − 𝜎𝑦𝛷(𝑧)
−1]  𝑜𝑟     

  𝑥1 ≥ 𝑥2 𝑎𝑛𝑑   𝑥1 + 𝑥2 ≤ 2 𝑠𝑖𝑛ℎ 𝑠𝑖𝑛ℎ [𝜇1𝑦 − 𝜎𝑦𝛷(𝑧)
−1]           (8) 

𝑃𝑟 {𝑒21(𝑥1, 𝑥2) ≤ 𝑧 } = 𝑃𝑟 {(𝑥2 − 𝑥1) > 0, (𝑥1 + 𝑥2) ≥ 2 𝑠𝑖𝑛ℎ 𝑠𝑖𝑛ℎ [𝜇1𝑦 − 𝜎𝑦 𝛷−1(𝑧)]} 

                     + 𝑃𝑟 {(𝑥2 − 𝑥1)  ≤ 0, (𝑥1 + 𝑥2) <  2 𝑠𝑖𝑛ℎ 𝑠𝑖𝑛ℎ [𝜇1𝑦 − 𝜎𝑦 𝛷−1(𝑧)]}                    (9) 

   𝐿𝑒𝑡 𝑀 = 𝑥2 − 𝑥1 𝑎𝑛𝑑 𝑁 = 𝑥1 + 𝑥2 so that  

𝑃𝑟 {𝑒21(𝑥1, 𝑥2) ≤ 𝑧 } =𝑃𝑟 𝑃𝑟 {𝑀 > 0, 𝑁 > 𝑏1}  +𝑃𝑟 𝑃𝑟 {𝑀 ≤ 0, 𝑁 < 𝑏2}  ,                     (10) 

𝑤ℎ𝑒𝑟𝑒 𝑏1 = 2𝑠𝑖𝑛ℎ [𝜇1𝑦 − 𝜎𝑦𝛷−1(𝑧)] and 𝑏2 = 2𝑠𝑖𝑛ℎ [𝜇1𝑦 + 𝜎𝑦𝛷−1(𝑧)]. 

By also standardizing M and N, we have, 

𝑃𝑟 {𝑒21(𝑥1, 𝑥2) ≤ 𝑧 }

=𝑃𝑟 𝑃𝑟 {
𝑀 − 𝜇𝑚

𝜎𝑚
> −

𝜇𝑚

𝜎𝑚
,
𝑁 − 𝜇𝑛

𝜎𝑛
>

𝑏1 − 𝜇𝑛

𝜎𝑛
}  +

𝑃𝑟 𝑃𝑟 {
𝑀 − 𝜇𝑚

𝜎𝑚
< −

𝜇𝑚

𝜎𝑚
,
𝑁 − 𝜇𝑛

𝜎𝑛
<

𝑏2 − 𝜇𝑛

𝜎𝑛
}  

                        =  𝑃𝑟 𝑃𝑟 {𝑍1 > −
𝜇𝑚

𝜎𝑚
, 𝑍1 >

𝑏1−𝜇𝑛

𝜎𝑛
}  +𝑃𝑟 𝑃𝑟 {𝑍2 < −

𝜇𝑚

𝜎𝑚
, 𝑍2 <

𝑏2−𝜇𝑛

𝜎𝑛
}   (11) 
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Approximation of the Distribution of Sample Means using Normal Distribution 

The distribution of  𝑥1, 𝑥2 for large samples 𝑛1, 𝑛2 is approximated using normal distribution 

to have  (𝑍1 𝑍2 ) = 𝑆𝐵𝑉𝑁[(0 0 ), (1 𝜌∗ 𝜌∗ 1 )]. 

Equation (11) is thus expressed as  

 

  𝑃𝑟 {𝑒21(𝑥1, 𝑥2) ≤ 𝑧 ≈ 𝐻𝜌∗ [
𝜇𝑚

𝜇𝑚
,

𝜇𝑛−𝑏1

𝜎𝑣
] + 𝐻𝜌∗ [−

𝜇𝑚

𝜇𝑚
,

𝑏2−𝜇𝑛

𝜎𝑛
],                                    (12) 

where   𝜇𝑚 = −𝑞[𝑠𝑖𝑛ℎ 𝑠𝑖𝑛ℎ (𝜇2𝑦)  −𝑠𝑖𝑛ℎ 𝑠𝑖𝑛ℎ (𝜇1𝑦) ],  

 𝜇𝑛 = −𝑞[𝑠𝑖𝑛ℎ 𝑠𝑖𝑛ℎ (𝜇1𝑦)  −𝑠𝑖𝑛ℎ 𝑠𝑖𝑛ℎ (𝜇2𝑦) ], 

 𝜎𝑚
2 = 𝜎𝑛

2 =
1

2
(𝑞2 − 1) [−

𝑞2𝑐𝑜𝑠ℎ (2𝜇1𝑦)

𝑛1
−

𝑞2𝑐𝑜𝑠ℎ (2𝜇2𝑦)

𝑛2
] +

1

𝑛1
+

1

𝑛2
 and  

 𝜎𝑚𝑛 =
1

2
(𝑞2 − 1) [

𝑞2𝑐𝑜𝑠ℎ (2𝜇1𝑦)

𝑛1
−

𝑞2𝑐𝑜𝑠ℎ (2𝜇2𝑦)

𝑛2
]-

1

𝑛1
+

1

𝑛2
 

 

ALITER: 

In the alternative,  𝑃𝑟 {𝑒21(𝑥1, 𝑥2) ≤ 𝑧} ≈ 𝐻[ℎ11, ℎ21; 𝜌∗] + 𝐵[ℎ12, ℎ22; 𝜌∗],                         (13) 

            where   ℎ11 =
{−𝑞[𝑠𝑖𝑛ℎ𝑠𝑖𝑛ℎ (𝜇2𝑦) −𝑠𝑖𝑛ℎ𝑠𝑖𝑛ℎ (𝜇1𝑦) ]}

𝜎𝑚
=−ℎ12, 

                           ℎ21 = 
[−𝑞[𝑠𝑖𝑛ℎ𝑠𝑖𝑛ℎ (𝜇2𝑦) +𝑠𝑖𝑛ℎ𝑠𝑖𝑛ℎ (𝜇1𝑦) ]−2𝑠𝑖𝑛ℎ {𝜇1𝑦−𝜎𝑦𝛷−1(𝑧)}]

𝜎𝑚
    

  ℎ22 =
[2𝑠𝑖𝑛ℎ {𝜎𝑦𝛷−1(𝑧)+𝜇1𝑦}+𝑞(𝜇2𝑦) +𝑠𝑖𝑛ℎ𝑠𝑖𝑛ℎ (𝜇1𝑦) }]

𝜎𝑚
   

                        𝜌∗ =
[
{−𝑞2𝑐𝑜𝑠ℎ𝑐𝑜𝑠ℎ (2𝜇2𝑦) +1}

𝑛2
−

{𝑞2𝑐𝑜𝑠ℎ𝑐𝑜𝑠ℎ (2𝜇1𝑦) +1}

𝑛1
]

[
{−𝑞2𝑐𝑜𝑠ℎ𝑐𝑜𝑠ℎ (2𝜇1𝑦) +1}

𝑛1
 +

{−𝑞2𝑐𝑜𝑠ℎ𝑐𝑜𝑠ℎ (2𝜇2𝑦) +1}

𝑛2
]
 

From the distribution function in equation (13),       

           𝑃(𝑧) = ∫
ℎ21(𝑧)

−∞
∫

ℎ11

−∞
𝑓(𝑧1, 𝑧2)𝑑𝑧1𝑑𝑧2 + ∫

ℎ22(𝑧)

−∞
∫

−ℎ11

−∞
𝑓(𝑧1, 𝑧2)𝑑𝑧1𝑑𝑧2      (14) 

 

Therefore, the probability density function of the probability of misclassification denoted by  

𝑝(𝑧)= ∫
ℎ11

−∞
𝑓[𝑧1, ℎ21(𝑧)]ℎ21

′ (𝑧)𝑑𝑧1+∫
−ℎ11

−∞
𝑓[𝑧1, ℎ22(𝑧)]ℎ22

′ (𝑧)𝑑𝑧1                             (15) 
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Expected Probability of Misclassification of IHSN 

Let the expected (unconditional) probability of misclassification of  𝑒21(𝑥1, 𝑥2) be defined by  

𝐸[𝑃𝑟 {𝑒21(𝑥1, 𝑥2)} = 𝑃𝑟 {(𝑥2 − 𝑥1) > 0, 𝑋 −
1

2
(𝑥1 + 𝑥2) > 0/𝑋 ∈ 𝜋1  

                                     + 𝑃𝑟 {(𝑥2 − 𝑥1) ≤ 0, 𝑋 −
1

2
(𝑥1 + 𝑥2) ≤ 0/𝑋 ∈ 𝜋1                               (16) 

(see  Awogbemi, 2018). 

Also, let the distributions of 𝑥1, 𝑥2 𝑎𝑛𝑑 𝑋  be independent with  

𝑔(𝑥) =
1

(𝑥2+1)
1
2

𝑒𝑥𝑝 [−
1

2𝜎𝑦
2 (𝑠𝑖𝑛ℎ−1(𝑥) − 𝜇1𝑦)2],−∞ < 𝑥 < ∞                                        (17) 

The parameters 𝜇1𝑦, 𝜎𝑦 satisfy the conditions, −∞ < 𝜇1𝑦 < ∞, 𝜎𝑦. 

By Central Limit Theorem (CLT), 

𝑥1 ≈ 𝑁(𝜇1,
𝜎1

2

𝑛1
),    𝜇1 = 𝐸(𝑥1) = −𝑞𝑠𝑖𝑛ℎ(𝜇1𝑦)  and 

    𝜎 1
2 = 𝑉(𝑋│𝑋𝜖𝜋1) =

1

2
(𝑞2 − 1)[−𝑞2 𝑐𝑜𝑠ℎ 𝑐𝑜𝑠ℎ (2𝜇1𝑦)  + 1] 

𝑥2 ≈ 𝑁(𝜇2,
𝜎2

2

𝑛2
),    𝜇2 = 𝐸(𝑥2) = −𝑞𝑠𝑖𝑛ℎ(𝜇2𝑦) and 

    𝜎 2
2 = 𝑉(𝑋│𝑋𝜖𝜋2) =

1

2
(𝑞2 − 1)[−𝑞2 𝑐𝑜𝑠ℎ 𝑐𝑜𝑠ℎ (2𝜇2𝑦)  + 1], 

where  𝑞 = 𝑒𝑥𝑝 (
𝜎𝑦

2

2
). 

The RHS of equation (16) is determined conditionally and the conditionality is also removed 

so that the second term of equation (16) is now expressed as  

𝑃𝑟 𝑃𝑟 {(𝑥2 − 𝑥1) > 0, 𝑋 −
1

2
(𝑥1 + 𝑥2) ≥ 0}  

      =∫
∞

−∞
{(𝑥2 − 𝑥1) > 0, 𝑥1 + 𝑥2 ≤ 2𝑥│𝑥}𝑔(𝑥)𝑑𝑥      (18) 

Let the unconditional probability corresponding to the probability in the integrand in a form 

involving the bi-variate normal distribution function, be written as 𝑝(𝑥) so that 

                          𝑝(𝑥) =𝑃𝑟 𝑃𝑟 {𝑀 > 0, 𝑛 < 2𝑥} ,                                                     (19) 

where 𝑀 = 𝑥2 − 𝑥1, 𝑁 = 𝑥2 + 𝑥1, and  (𝑀 𝑁 ) ≈ [(𝜇𝑚 𝜇𝑛 ), (𝜎𝑚
2  𝜎𝑚𝑛 𝜎𝑚𝑛 𝜎𝑛

2 )]. 

Thus,  𝑝(𝑥) = 𝑃𝑟 {𝑍1 > −
𝜇𝑚

𝜎𝑚
, 𝑍2 ≤

2𝑥−𝜇𝑛

𝜎𝑛
} 

                           = ∫
∞

−
𝜇𝑚
𝜎𝑚

∫
2𝑥−𝜇𝑛

𝜎𝑛
−∞

ℎ𝜌(𝑧1, 𝑧2)𝑑𝑧1𝑑𝑧2 
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                          = ∫
𝜇𝑚
𝜎𝑚

−∞
∫

2𝑥−𝜇𝑛
𝜎𝑛

−∞
ℎ−𝜌(𝑧1, 𝑧2)𝑑𝑧1𝑑𝑧2 

                          = 𝐻−𝜌 [
𝜇𝑚

𝜎𝑚
,

2𝑥−𝜇𝑛

𝜎𝑛
]                                                                 (20) 

Considering the equivalence of the third term of equation (18) so that  

𝑃𝑟 𝑃𝑟 {(𝑥2 − 𝑥1) ≤ 0, (𝑥1 + 𝑥2) ≥ 2𝑥}  = ∫
∞

−∞
𝑝′(𝑥)𝑔(𝑥)𝑑𝑥,    (21) 

        where 𝑝′(𝑥) =𝑃𝑟 𝑃𝑟 (𝑈 ≤ 0, 𝑉 ≤ 2𝑥)  

                               = 𝑃𝑟 {𝑍1 ≤ −
𝜇𝑚

𝜎𝑚
, 𝑧2 ≥

2𝑥−𝜇𝑛

𝜎𝑛
} 

                            = ∫
𝜇𝑚
𝜎𝑚

−∞
∫

∞
2𝑥−𝜇𝑛

𝜎𝑛

ℎ𝜌(𝑧1, 𝑧2)𝑑𝑧1𝑑𝑧2 

                            = ∫
𝜇𝑚
𝜎𝑚

−∞
∫

2𝑥−𝜇𝑛
𝜎𝑛

∞
ℎ𝜌(𝑧1, 𝑧2)𝑑𝑧1𝑑𝑧2 

                            = 𝐻−𝜌 [−
𝜇𝑚

𝜎𝑚
,

𝜇𝑛−2𝑥

𝜎𝑛
]                                                             (22) 

Therefore, the expected probability of misclassification IHSN is expressed as 

𝐸( {𝑒21(𝑥1, 𝑥2))} = ∫
∞

−∞
𝑔(𝑥) [𝐻−𝜌 (

𝜇𝑚

𝜎𝑚
,

2𝑥−𝜇𝑛

𝜎𝑛
) + 𝐻−𝜌 (−

𝜇𝑚

𝜎𝑚
,

𝜇𝑛−2𝑥

𝜎𝑛
)] ,         (23) 

where 𝑔(𝑥) =
1

(𝑥2+1)
1
2𝜎𝑦√2𝜋

𝑒𝑥𝑝 [−
1

2𝜎𝑦
2 (𝑠𝑖𝑛ℎ−1(𝑥) − 𝜇1𝑦)2] , ∞ < 𝑥 < −∞ 

Transformation of Random Variables Using Inverse Hyperbolic Sine  

The basic fundamental involves estimating the parameters that transform a random variable 

into another distribution with desirable characteristics. In this instance, transformation of a 

random variable allows for normality.  

Let 𝑦 = 𝑏(𝑥) be a monotonic transformation that can be used to define a distribution for 𝑦 

[𝑓𝑦(𝑦)] based on the distribution of  𝑥 [𝑓𝑥(𝑥)].  Then the distribution of y is expressed as  

                    𝑓𝑦(𝑦) = |
𝑑𝑏−1(𝑦)

𝑑𝑦
| 𝑓𝑥[𝑏−(𝑦)],                                                 (24) 

where  𝑓𝑦(𝑦)  is the marginal distribution of y,  𝑏−1 is the inverse mapping based on 𝑦 = 𝑏(𝑥), 

and 𝑓𝑥(𝑥) is the distribution of 𝑥. 

Given an IHS function, a univariate inverse hyperbolic sine distribution is expressed as  

                 𝑏(𝑦𝑘, 𝜑) =
𝑙𝑛 [𝜑𝑦𝑘+(𝑦𝑘

2+1)
1
2]

𝜑
,                                                      (25)         

where 𝑦𝑘 is the observed variable and 𝜑 is a parameter that allows the distribution to be 

leptokurtic. The form of transformation used is  
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                           𝑈𝑘 = 𝑦𝑘 − 𝑦̂𝑘                                                                  (26) 

                          𝑉𝑘 =
𝑙𝑛 [𝜑𝑈𝑘+(𝑈𝑘

2𝜑2+1)
1
2]

𝜑
                                                    (27) 

                         𝑒𝑘
′ = 𝑉𝑘 − 𝜇,                                                                      (28) 

where 𝑦𝑘 is the deviation from the deterministic model, 𝑦̂𝑘 is the prediction, 𝑉𝑘 is the 

transformed deviation and 𝜇 is the centrality constant which allows for skewness along with 𝜑.  

The univariate transformation is extended to multivariate space as 

              𝑓𝑦(𝑦) = 𝑓𝑥[𝑏−(𝑦)] 
𝜕𝑏1

−1(𝑦)

𝜕𝑦1
 . . . 

𝜕𝑏1
−1(𝑦)

𝜕𝑦𝑛
 

                                             
𝜕𝑏2

−1(𝑦)

𝜕𝑦1
 . . . 

𝜕𝑏2
−1(𝑦)

𝜕𝑦𝑛
 

                                                          . 

                                                          . 

                                 -                         . 

                    
𝜕𝑏𝑚

−1(𝑦)

𝜕𝑦1
 . . . 

𝜕𝑏𝑚
−1(𝑦)

𝜕𝑦𝑛
  ,                                            (29) 

where 𝑏−1(𝑦) is a vector inverse mapping function and 𝑏𝑖
−1(𝑦) is the inverse mapping function 

function for the 𝑖𝑡ℎ element from the mapping function. The Jacobian matrix of the 

transformation is 

                                   
𝜕𝑏𝑖

−1(𝑦)

𝜕𝑦𝑗
= [1 + (𝜑𝑖𝑦𝑖)2]−

1

2,   𝑖 = 𝑗 

                                        
𝜕𝑏𝑖

−1(𝑦)

𝜕𝑦𝑗
= 0,   𝑖 ≠ 𝑗                                                       (30) 

With the determinant of the Jacobian as the product of the diagonal elements, the multivariate 

density function is generated as 

𝑓𝑢𝑘
=

1

(2𝜋)
1
2

|𝛺|−
1
2𝑒𝑥𝑝 [−

1

2
(𝑉𝑘 − 𝜇)𝛺−1(𝑉𝑘 − 𝜇)′] ∏

𝑚

𝑖=1

[1 + (𝑈𝑖𝑘𝜑𝑖)2]−
1
2 

                              𝑉𝑘 =

(
𝑙𝑛{𝑈1𝑘𝜑1+[(𝑈1𝑘𝜑1)2+1]}

1
2

𝜑1
 
𝑙𝑛{𝑈2𝑘𝜑2+[(𝑈2𝑘𝜑2)2+1]}

1
2

𝜑2
 .  . .

𝑙𝑛{𝑈2𝑘𝜑2+[(𝑈𝑚𝑘𝜑𝑚)2+1]}
1
2

𝜑𝑚
 ),                     (31) 

where 𝛺 is the variance matrix of the transformed residuals, 𝑉𝑘 is the vector of transformed 

residuals, 𝜇 is the vector of non-centrality parameters and 𝜑 is the vector of peakedness 

parameters. 
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Estimation of Inverse Hyperbolic Sine System 

A maximum likelihood estimation method is being used in this study to estimate the parameters 

of the probability density function in equation (31). This procedure jointly estimates the 

parameters of the linear trend and the non-normal transformation. The individual series is first 

tested using the parametric procedure proposed by Bera and Jarque (1982). In order to estimate 

the non-normality parameters, the ordinary least squares estimate of the trend and standard 

errors are used as initial estimates.  

The ordinary least squares generates  

                                                    𝑚̂ = (𝑋′𝑋)−1(𝑋′𝑦) 

              𝑒̂ = 𝑦 − 𝑋𝑏̂                                                                     (32) 

where 𝑚̂ denotes the estimated trend parameters, X is a matrix consisting of a column of 1s 

and a linear trend column, y  is the observed value, and 𝑒̂ is a vector of estimated residual.  

The maximum likelihood method is being used to fit 𝜑 and 𝜇 based on the residuals as follows: 

(a)𝐿𝑎 = −
𝑘

2
𝑙𝑛(𝜎2) −

1

2
∑𝑘

𝑘=1
(𝑉𝑘−𝜇)2

𝜎2 −
1

2
 𝑙𝑛 (1 + 𝑒̂𝑘

2𝜑2) 

                                      𝑉𝑘 =
𝑙𝑛[𝑒̂𝑘

2𝜑+(𝑒̂𝑘
2𝜑2+1)2]

𝜑
                                                                    (33) 

The estimated deviations in (33) are used based on estimated trend parameters, which by 

construction are efficient. Thus, the results of equation (33) are used as starting values in the 

likelihood function. 

(b)  𝐿𝑏 = −
𝑘

2
𝑙𝑛(𝜎2) −

1

2
∑𝑘

𝑘=1
(𝑉𝑘−𝜇)2

𝜎2 −
1

2
 𝑙𝑛 (1 + 𝑒̂𝑘

2𝜑2) 

                                        𝑈𝑘 = 𝑦𝑘 − 𝛼𝑜 + 𝛼1k 

                                        𝑉𝑘 =
𝑙𝑛[𝑉𝑘𝜑+(𝑈𝑘

2𝜑2+1)
1
2]

𝜑
                                                                  (34) 

 In particular,  2(𝐿𝑎 − 𝐿𝑏)~𝜒(2)
2 . 

(c) The individual maximum likelihood results are used as starting points to estimate the 

system. Using the log of equation (31) as likelihood function,  

𝐿𝑐 =  −
𝑘

2
𝑙𝑛|𝛺| −

1

2
∑

𝑘

𝑘=1

(𝑉𝑘 − 𝜇)𝛺−1(𝑉𝑘 − 𝜇)′ −
1

2
∑

𝑘

𝑘=1

∑

𝑚

𝑖=1

(1 + 𝑈𝑖,𝑘
2 𝜑𝑖

2) 

                       𝑈𝑖𝑘 = 𝑦𝑖𝑘 − 𝛼𝑖𝑜 − 𝛼𝑖𝑙𝑘, 𝑖 = 1, … 𝑚 

                                           𝑧𝑖𝑘 = 𝑙𝑛 
[𝑈𝑖𝑘𝜑𝑖]+(𝑉𝑖𝑘

2 𝜑2+1)
1
2]

𝜑𝑖
                                                           (35) 
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Equation (35) may be complex to maximize, but the estimation can be demystified if one or 

more of the variables are normally distributed. For instance, if the first variable is normal, 

then 𝜑 → 0, equation (35) becomes linear and the Jacobian transformation also turns to 1. 

 

CONCLUSION 

The rules and theory related to the distribution have been presented with an alternative 

approach for the approximation of the sample mean using normal distribution.  Normality is a 

special case of transformation, and it is feasible to test directly for using estimated parameters. 

It is established that the estimation of the parameters of the inverse hyperbolic sine system can 

be demystified if one or more of the variables are distributed normally.  The transformation of 

the system to normality consists of an explicit interaction term. 
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