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ABSTRACT: Modern data mining employs the use of statistics 

with other tools, ideas and approaches from computer science, 

database technology, machine learning, deep learning as well as 

other classical analytical tools. In this research, three distinct 

algorithms have been employed for modelling the performance 

properties of Diazepam (DIA) utilizing the method of high-

performance liquid chromatography (HPLC). The algorithms 

developed include support vector machine (SVM), adaptive-neuro 

fuzzy inference systems (ANFIS), and linear regression (LR). 

Temperature and mobile phase inform of methanol (MeOH) were 

used as predictors, while the time recorded for the retention was 

deemed to be the dependent variable. The performance accuracy 

of the models was assessed using two statistical metrics, including 

determination co-efficient (R2) and root mean square error 

(RMSE). The obtained results were shown both qualitatively and 

graphically using different charts. The comparative performance 

accuracy of the models demonstrates that the non-linear models 

(ANFIS and SVM) displays a higher performance efficiency than 

LR and has the ability of enhancing its performance ability by 

51.2% and 76.1% both throughout the training and testing phase. 

KEYWORDS: Diazepam; HPLC; Chemometrics; Artificial 

intelligence; Data Mining. 

CHEMOMETRICS FEASIBILITY FOR MODELLING CHROMATOGRAPHIC 

BEHAVIOR OF DIAZEPAM USING LINEAR AND NON-LINEAR TECHNIQUES: 

A DATA MINING BASED APPROACH 

Mohamed Alhosen Degm1, Mohamed Miftah Salem Ahmed2, Zenib M. Zaydi3,  

Mohamed Ab. Khalifa Ibrahim4, Umar M. Ghali5, Shamsu Shuaibu Bala6,  

Aliyu Yakubu7, and Bashir Ismail Ahmad8* 

1,4,5Faculty of Science, Department of Chemisty, Çankırı Karatekin University, Turkey. 

2,3High Institute of Science and Technology – Alqarahbuli, Libya. 

6Rabiu Musa Kwankwaso College of Advanced and Remedial Studies, Tudun wada Kano, 

Nigeria. 

7Department of biochemistry, Kaduna State university. Kaduna state. Nigeria. 

8Department of Chemistry, Near East University, TRNC, Mersin 10, 99138 Nicosia, Turkey. 

*Corresponding Author’s Email: ahmadismailbashir@gmail.com 

 

  Cite this article: 

Mohamed A. D., Mohamed 

M. A., Zenib M. Z., Mohamed 

A. I., Umar M. G., Shamsu S. 

B., Aliyu Y., Bashir I. A. 

(2024), Chemometrics 

Feasibility for Modelling 

Chromatographic Behavior of 

Diazepam using Linear and 

Non-Linear Techniques: A 

Data Mining Based Approach. 

Advanced Journal of Science, 

Technology and Engineering 

4(1), 119-134. DOI: 

10.52589/AJSTE-

XTWJGQQL 

 

Manuscript History 

Received: 26 Feb 2024 

Accepted: 6 May 2024 

Published: 13 Jun 2024 

 

Copyright © 2024 The Author(s). 
This is an Open Access article 

distributed under the terms of 

Creative Commons Attribution-
NonCommercial-NoDerivatives 

4.0 International (CC BY-NC-ND 

4.0), which permits anyone to 
share, use, reproduce and 

redistribute in any medium, 

provided the original author and 

source are credited.  

 

 

mailto:ahmadismailbashir@gmail.com


Advanced Journal of Science, Technology and Engineering  

ISSN: 2997-5972  

Volume 4, Issue 1, 2024 (pp. 119-134)   

120  Article DOI: 10.52589/AJSTE-XTWJGQQL  

  DOI URL: https://doi.org/10.52589/AJSTE-XTWJGQQL 

www.abjournals.org 

INTRODUCTION 

The concept of data mining involves the discovery of various interesting, valuable and 

unexpected structures in either large or small datasets. Therefore, it composed of two different 

aspects (Abba et al., 2021; Abba & Usman, 2020; Sohrabi et al., 2019; A. G. Usman, Ahmad, 

et al., 2021). The first one involves the global structures, which aimed at modelling the 

distribution inform of regression, shapes, features present in the shape as well as classification 

(Rong et al., 2018). The second one involves the small scale or sometimes considered as the 

local structures, which mainly focused on modelling and detecting some anomalies as well as 

decide if there is high performance for fitness to decide whether there is chance for their 

occurrence (Bala et al., 2023; Rezaei-Darzi et al., 2014; A. G. Usman, IŞIK, et al., 2022). Data 

mining has been in existence for long, which is recently known as derogatory way, fishing 

through data and trawling (Abba et al., 2022; Abba, Benaafi, Usman, & Aljundi, 2023; Abba, 

Benaafi, Usman, Ozsahin, et al., 2023; Jibril, Zayyan, et al., 2023; Madaki et al., 2022; Pham 

et al., 2019; Rong et al., 2018; A. G. Usman, Ghali, et al., 2022; D. Uzun Ozsahin et al., 2022; 

D. U. Uzun Ozsahin et al., 2023; Yassin et al., 2022). In the concept of data mining in 

pharmaceutical sector, most of the analysis involves the second type of data mining; even 

though, the detection of various signals occurs towards a known background dataset, hence, 

discussion regarding the first type is equally necessary (Abba, Pham, et al., 2020a; Abdulazeez 

et al., 2023; Ahmad et al., 2021; Farooqui & Mehra, 2018; Jibril et al., 2024; Jibril, Malami, et 

al., 2023; Mahmoud et al., 2021). Modern data mining employs the use of statistics with other 

tools, ideas and approaches from computer science, database technology, machine learning, 

deep learning as well as other classical analytical tools. Data mining and classical statistics 

differs in many aspects (Abba, Egbueri, Benaafi, Usman, Usman, et al., 2023; Benaafi, Yassin, 

et al., 2022; Farooqui & Mehra, 2018; Gbadamosi et al., 2023; Ismail et al., 2022).  

Machine learning (ML) and artificial intelligence (AI) are considered as promising tools in 

classification and regression recently, which can be applied in diverse field which include 

engineering, science, pharmaceutical science, computer science and other health sciences 

(Alamrouni et al., 2022; Isık et al., 2023; Umar et al., 2023; A. G. Usman, Işik, Abba, et al., 

2021; Yassin et al., 2023). 

In general, medical doctors as well as psychiatrists prescribe psychoactive drugs. Traditionally, 

these drugs are categorized into different groups such as; antipsychotics, mood stabilizers, 

anticonvulsant (or anti-epileptics) and antidepressants. Diazepam (DIA) is one example of 

these psychoactive drugs. Hence, its significant to determine these drug using suitable 

instruments and tools (Cunha et al., 2019). 

Modeling the chromatographic characteristics of DIA using data mining and AI-based 

algorithms is essential since high-performance liquid chromatography is one of the most widely 

used techniques for chemical and pharmacological elucidation. To our understanding, this is 

the first study in the literature to show how data mining and AI-based models can be used in 

conjunction with the classical methods such as adaptive-neuro fuzzy inference system 

(ANFIS), linear regression (LR), and support vector machine for modelling the retention 

period of DIA using HPLC method. 
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METHODOLOGY 

Proposed Models for the simulation 

The study employs the use of dual AI algorithms which include SVM, ANFIS and a classical 

model inform of LR for the simulation of retention behavior of the analyte (DIA) using the 

HPLC technique. The information used in this research was derived from historical data based 

on the Jouyban et al research (Jouyban et al., 2009). This work involves the use of two 

independent variables which include temperature (T) and methanol (MeOH) as the mobile 

phase for the simulation of retention time (tR) as the dependent variable (Abdullahi et al., 

2020). The study's data was split into two categories using 75% for the training phase and 25% 

for the testing the developed model. The models' performance was evaluated using the k-fold 

cross-validation approach, which is the most effective method for achieving unbiased model 

performance prediction with a small data set (A. G. Usman et al., n.d.). The methodology of 

the work was shown in Figure 1. Prior to the simulation, the data was standardised using 

the equation 1. 

𝑋𝑖 =
𝑥𝑢 −𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛
         (1)  

 "Xi" denote the amount being normalized, "xu" denote the unnormalized data, "xmin" refers 

to minimum amount of data, and "xmax" functioned as data set's maximum limit.. 

 

Fig. 1. The adopted flow chart of the methodology 
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Support Vector Machine (SVM) 

 Vapnik implemented the support vector machine (SVM) in the year1995 (Vapnik, 1995). 

SVM is a data-driven algorithm with a learning machine notion that gives a necessary answer 

to classification, regression, prediction, and pattern recognition problems (Nourani et al., 

2018). The SVM's most beneficial function is statistical learning theory and architectural risk 

minimisation, Reduced error and complexity, as well as increase in the network's performance 

capacity, are characteristics that differentiate SVM from ANN. The kernel function of the SVM 

has been applied in various field including prediction of rainfall using the two notable type of 

SVM which include linear support vector and non-support vector regression (USMAN et al., 

2020). Because the SVM comprises layers that include kernel functions weighted on the input 

variable and weighted sum of kernel output, it can also be conceptualized as SVR (Yaseen et 

al., 2018). When using the Support Vector Machine, the linear regression was carried out on 

the data after the non-linear kernel was used to identify a non-linear pattern in the data. The 

input vector xi serves as a representation of the data set, while di denotes the actual value and 

N is the total number of data patterns. By mapping positive values for the slack parameters of 

ξ* and ξ , which is the minimised objective function, it is possible to determine the regression 

parameters of b and w (Qian et al., 2020). 
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Minimize: ( ) ++
N

i iiCw )(
2

1 *2
                    (3) 

Subject to: 








++−

+−+

*

*

*

,

)(

)(

ii

iiiii

iiiii

bxwd

dbxw







 i=1,2,…,N                (4) 

Where 
2

2

1
w  are, the vector norm of the weights and C refers to the regularized constant. The 

SVM model's general architecture is depicted in Fig. 2 below. The αi and αi* refers to 

the parameters of the Lagrange multipliers. Upon determining the problem solution of 

optimisation, the vector w in Equation (5) can be obtained. 
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Where b is the bias term and k (xi, xj) is the kernel function. The most used kernel function is 

the Radial Basis Function (Gaussian), which is written as:  
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where kernel parameter is represented as γ. 
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Fig. 2. Architecture of the SVM algorithm utilized in this research 

Adaptive - Neuro-Fuzzy Inference System (ANFIS) 

ANFIS is a comprehensive model that provides solutions to numerous problems. Feed-forward 

networks and adaptive multi-layer systems are its important components. Depending on the 

Takagi-Sugeno form, which consists of input-output variables and a fuzzy rule, the 

model consists of input variables and a fuzzy rule. The fuzzy network's two fundamental 

components are the fuzzier and defuzzifier. By employing membership functions, fuzzy logic 

translates input parameters into fuzzy values (Khalid & Usman, 2021). Nodes serve as 

membership functions (MFs), enabling the simulation to further unveil the correlation between 

input and output parameters. The model has trapezoidal triangular, sigmoid, and Gaussian 

membership functions (Elkiran et al., 2019), (Abba, Usman, et al., 2020). 

Based on the assumption that the fuzzy inference system consists of two input variables and 

one output variable, the rules for a first-order Sugeno fuzzy are as follows. 

Rule no 1: assuming 𝜇(𝑧1)𝑖𝑠 𝐶1 𝑎𝑛𝑑 𝜇(𝑧2)𝑖𝑠 𝐷1 𝑡ℎ𝑒𝑟𝑒𝑓𝑜𝑟𝑒 𝑓1 =  𝑗1𝑧1 + 𝑘1𝑧2                (1) 

Rule no 2: assuming 𝜇(𝑧1)𝑖𝑠 𝐶2 𝑎𝑛𝑑 𝜇(𝑧2)𝑖𝑠 𝐷2 𝑡ℎ𝑒𝑟𝑒𝑓𝑜𝑟𝑒 𝑓2 = 𝑗2𝑧2 + 𝑘2𝑧2           (2) 

The variables C1, D1, C2, D2 inputs MFs of z1 and z2, while the output function's variables are 

j1, k1, and j2, k2. 
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Linear Regression (LR) 

The two types of basic linear regression (LR) are simple regression, which estimates one 

predictor with one variable, and multiple regression, which estimates many predictors with one 

variable (multiple regression) (Abba, Usman, Abdulazeez, Lawal, Baig, et al., 2023; Alotaibi 

et al., 2023; Ghali, Usman, et al., 2020; A. G. Usman, Tanimu, et al., 2023). In this research 

investigation, the most common type of LR (multilinear regression) was employed (A. G. 

Usman, Işik, & Abba, 2021). In this kind of analysis, each value of the independent variable 

will be assigned to a value of the dependent variable. Equation 10 below represents the linear 

regression used in this research. 

y = b0 + b1 x 1 + b2 x2 + ...bi xi       (10) 

Where the ith predictor is referred at x1, b0 is the constant for regression, and bi. is the coefficient 

of ith predictor. 

Where x1 is the reference point for the ith predictor, bi is the ith predictor's coefficient, and b0 

is the regression constant. 

Criteria for evaluating the models 

In this research, the models were developed taking into account two indicators: the coefficient 

of determinacy (R2) and the root mean square error (RMSE). 

The R2 (-∞ < R2 < 1), RMSE (0 < RMSE < ∞) are expressed as: 

 

R2    = 1 − [
∑ (𝜎𝑐𝑜𝑚,𝑖 − 𝜎𝑝𝑟𝑒,𝑖)2𝑁

𝑖=1

∑ (𝜎𝑐𝑜𝑚,𝑖 − 𝜎𝑐𝑜𝑚̅̅ ̅̅ ̅̅ ̅)2𝑁
𝑖=1

]   (11) 

 

 𝑅𝑀𝑆𝐸 = √
1

𝑁
 ∑ (𝜎𝑐𝑜𝑚,𝑖 −  𝜎𝑝𝑟𝑒,𝑖)2𝑁

𝑖=1              (12) 

Where 𝜎 is the strength in compression, in which𝜎𝑝𝑟𝑒,𝑖,𝜎𝑐𝑜𝑚,𝑖, 𝐶𝑑𝑝𝑟𝑒
̅̅ ̅̅ ̅̅ ̅̅  and 𝜎𝑐𝑜𝑚̅̅ ̅̅ ̅̅  signifies the 

predicted and computed 𝜎 variables along with their individual N data point means. 

Furthermore, within the research domain, the recommended models with the highest R2 and 

lowest RMSE were nominated for better tR prediction (Ghali, Alhosen, et al., 2020; A. G. 

Usman, Usanase, et al., 2023; J. Usman, Abba, et al., 2023).  

Description of the data set and model validation 

The primary objective of effective data mining is to enable development of an algorithm with 

a set of data from the indicators being used as a framework for accurately forecasting the 

unknown variables. Given that different constraints, such overfitting, produce training 

outcomes that do not always correspond to the testing results. Many predictive studies use 

validation approaches like k-fold cross-validation, holdout, and leaving one out. The main 

distinction between the k fold cross-validation technique and others is the independence of the 

validation and training sets (Abba, Pham, et al., 2020b; Benaafi, Tawabini, et al., 2022; Haruna 
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et al., 2021; Selin & Abba, 2020; J. Usman, Salami, et al., 2023). In this research, k-fold cross-

validation was used to reduce the issues that might arise due to overfitting. Furthermore, we 

divided the data used in this study into 25% for testing the developed model and 75% for 

training the model. However , it's essential to understand that various validation models could 

also be used for the data set (Abba, Usman, et al., 2020). 

 

RESULTS AND DISCUSSION 

The main motivation for this work is the development of different models depending on the 

regression and machine learning concept with the aid of data mining to predict the chemical 

properties of DIA. The acquired results are presented in both quantitative and visual form. 

Table 1 showed the statistical and correlation analyses of both the independent and dependent 

variables used in this research. 

Table 1: Correlation Analysis 

Variables MeOH Temperature DIA (tR) 

MeOH 1 
  

Temperature 0.100768 1 
 

DIA (tR) -0.86242 -0.284 1 

Table 1 provides the assurance of the correlation co-efficient completed to improve the 

methodology of the models, where the relationship between the variables is shown by the 

directional symbols (+ or -). Finding the variables that are most and least related to one another 

is made easier with the help of the correlation analysis. By providing the input parameter with 

the highest correlation to the output variable, it also helps with understanding the nature of the 

data before the modelling process (Usman et al., 2020). Furthermore, Table 1 indicates that 

there is a solid correlation which happens inversely between the tR of DIA and the mobile 

phase used in the study inform of MeOH with R-value = -0.86242 and weak inverse correlation 

between the tR of DIA and temperature having R-value = -0.284. 

More also, Table 2 presents the descriptive statistics used in the study.  Based on Table 1, the 

average/mean values of the dependent variable DIA is 4.96% with 2.52 and 16.72 as minimum 

and maximum values respectively. The minimal skewness levels imply that indeed the 

experimental results seems to be credible for the modelling process. 
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Table 2: Descriptive statistics of the study 

Parameters  MeOH Temperature DIA 

Mean 0.81 31.67 4.96 

Median 0.80 30.00 4.13 

St.D 0.14 5.88 3.54 

Kurtosis 0.18 -1.48 9.78 

Skewness -0.45 0.16 2.92 

Minimum 0.50 25.00 2.52 

Maximum 1.00 40.00 16.72 

Performance of the data-driven techniques 

MATLAB 9.3 was used to model the data. In terms of the SVM and ANFIS frameworks, the 

optimum membership function of the ANFIS and cubic SVM was selected based on a trial-

and-error technique. The models' predicted performance was evaluated using two separate 

performance indices. While RMSE was utilised to identify the errors that the algorithms 

encountered during both the training and testing phases, R2 was employed to evaluate the 

fitness between the simulated and actual values. 

Table 3: Performance simulation of the SVM, ANFIS and LR models 

                                Training Stage                      Testing Stage 

Models                 R2                     RMSE.         R2.           RMSE.                      

SVM. 0.980 0.009    0.970 0.010 

ANFIS. 0.990 0.00003 0.977 0.001 

LR. 0.476 0.223 0.216 0.013 

 

In view of the performance outcomes of the algorithms as shown in Table 2, AI 

algorithms outperformed the conventional linear regression algorithms in both the training and 

testing stages by enhancing performance skills up to 51.4 % and 76.1 % for SVM and ANFIS, 

respectively. This demonstrates the AI-models' superior robustness and efficiency over linear 

models in terms of capturing the non-linearity and complicated features of a given datasets. 

The performance skills of the algorithms is equally demonstrated using the scatter plots, to 

describe the fitness shown by the individual models. 
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Figure 3: Performance agreement of a) ANFIS b) SVM and c) LR models with the 

experimental values 

Furthermore, the performance of these algorithms is graphically represented using a bar chart 

depending on their RMSE-values. This corresponds to our findings in Table 3.

 

Figure 4: Comparative error performances of the models 
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The radar plot is used to illustrate the models' comparative performance (see Figure 5). 

The SVM and ANFIS algorithms can be used for mdelling process with several parameters, 

minimising the output error and eliminating fitting difficulties. The algorithms become a go-to 

method for solving extremely complex nonlinear difficulties. In the modelling phase, the Radar 

diagram was used to ascertain the models' comparative performance in terms of the correlation 

coefficients (R2). The general performance comparison of the models in modelling the tR of 

DIA can be described in an ascending order ANFIS>SVM>LR as depicted in figure 5. As a 

result, the AI-based models outperform the linear model in terms of prediction accuracy. This 

article demonstrated how the AI-based algorithms are appropriate for the conduct of research 

in pharmaceutical science, chemical science, computer science, engineering, and life sciences 

(Gaya et al., 2014; Nourani, 2017; Solgi et al., 2017).  

 

Figure 5: Radar plots for modelling DIA in HPLC technique using ANFIS, SVM and LR in 

both training and testing phases 

The AI models' goodness-of-fit revealed that the algorithms were capable of handling 

nonlinearity in the DIA retention time variable. Based on the performance evaluation criteria, 

the DC was found to be 0.990 and 0.977 in both the training and testing phases. Detailed 

examination of the graphical chart reveals that ANFIS demonstrated overall greater 

performance over the other algorithms. 

 

CONCLUSION 

This current research focus on the modelling of the properties of DIA using HPLC technique. 

The data involved in the study was extracted from historical data from the published technical 

literature using the concept of data mining. Three models; SVM, ANFIS and LR models were 

used in modelling the diazepam agent, which can used in treating psychological disorders.  Two 

performance indices R2 and RMSE were used in evaluation the fitness and errors depicted by 

each model respectively. The obtained results demonstrated that AI algorithms are more robust 

than conventional linear models. However, it is equally recommended to employ other single 

AI models and emerging optimization techniques to boost the model’s performance. 
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