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ABSTRACT: Crop diseases pose a significant challenge to 

global food security, adversely impacting agricultural output and 

resulting in considerable economic repercussions. The prompt 

and precise identification of these diseases is essential for effective 

intervention and sustainable agricultural practices. This study 

introduces a model based on Convolutional Neural Networks 

(CNNs) for the automated detection of crop diseases. The model 

employs advanced deep learning methodologies to recognize and 

categorize plant diseases through the analysis of leaf images. Our 

CNN framework is trained on an extensive dataset comprising 

both diseased and healthy plant images, employing multiple 

convolutional layers to extract intricate features, including 

texture, color variations, and patterns linked to specific diseases. 

The model demonstrates a high level of accuracy in identifying a 

variety of diseases across different crop species by learning from 

both overt symptoms and subtle cues. We evaluate the 

performance of the system using established metrics such as 

accuracy and precision, thereby validating its efficacy in practical 

applications. The proposed system is designed for implementation 

in low-resource agricultural settings, offering farmers a cost-

effective, dependable, and real-time solution for monitoring crop 

health. 
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INTRODUCTION 

Agriculture is a vital sector for many economies, with crop health being essential for food security. 

According to Oyaniran (2020), agriculture contributed an average of 24% to Nigeria’s Gross 

Domestic Product (GDP) between 2013 and 2019, employing more than 36% of the country’s 

labor force, a feat which ranks the sector as the largest employer of labor in the country.  

However, diseases and pests pose a persistent threat to the crop yields and productivity, leading to 

substantial yield losses and economic hardship for farmers. A significant challenge for farmers is 

the early detection and diagnosis of crop diseases, which can result in considerable yield and 

quality loss if not managed effectively.  

Traditional methods of disease detection, such as expert visual inspections, are often protracted 

and laborious, making them less suitable for medium- and large-scale applications. Recent 

technological advancements have introduced new possibilities for automating disease detection 

through image-based solutions, leveraging the capabilities of deep learning models. 

Convolutional Neural Networks (CNNs) are a distinct type of deep learning model recognized for 

their high effectiveness in image recognition and classification tasks. They are particularly suited 

for agricultural applications, such as identifying diseases in crops, due to their ability to 

automatically learn relevant features from images, which decreases the need for manually crafted 

features and specialized expertise. 

In this work, we present a CNN-driven crop disease detection system designed to accurately 

identify plant diseases from images. The system analyzes images of leaves, stems, or fruits to spot 

visual symptoms, enabling timely responses. By automating the detection process, this system can 

help farmers monitor crop health more effectively, lessen the need for human expertise, and 

support sustainable farming practices. 

This work provides the basis for a scalable, reliable, and intuitive crop disease detection system, 

employing CNN technology to change the landscape of agricultural disease management. 

Statement of the Problem 

The agricultural industry is confronted with considerable obstacles in the management of crop 

diseases, which significantly threaten global food production. Nigeria’s agricultural landscape 

faces a severe challenge due to the pervasive impact of diseases and pests on vital crops, such as 

cassava. 

Cassava, the globally leading crop produced in Nigeria, encounters biological constraints primarily 

due to the pervasive threat of Cassava Mosaic Disease (Ezeji et al., 2023) caused by cassava mosaic 

virus (CMGs). CMD affects cassava farms extensively, leading to substantial yield reductions and 

hampering both local consumption and the economic significance of this cash crop. 

The prevalence of diseases significantly hampers agricultural productivity, causing substantial 

losses in yields. These losses create economic setbacks and food security concerns, adversely 

impacting Nigeria's agricultural sector. 
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The prompt and precise identification of plant diseases is essential for minimizing crop losses and 

promoting sustainable agricultural practices. However, conventional methods for disease 

identification, such as expert manual inspections, often prove to be inefficient, laborious, costly, 

and impractical for extensive farming operations. 

Farmers, especially those in remote or under-resourced regions, may not have access to expert 

knowledge or advanced diagnostic tools, leading to delays in disease detection and diminished 

crop yields. Additionally, the visual indicators of these diseases can be subtle and easily mistaken 

for other stressors, such as nutrient deficiencies or environmental factors, complicating the 

diagnostic process. In light of these challenges, there is a pressing need for an automated, precise, 

and scalable system capable of early detection of crop diseases, facilitating timely interventions 

and lessening the economic burden on farmers. This problem statement underscores the necessity 

for a CNN-based cassava disease detection system that can provide farmers with a dependable, 

rapid, and accessible means to identify diseases in their crops, thereby enhancing crop management 

and bolstering global food security initiatives. 

Objective of the Study 

The primary objective of this research is to develop a robust and scalable Convolutional Neural 

Network (CNN)-based system for the detection of crop diseases, which can accurately recognize 

a range of diseases from images of various plant parts, including leaves, stems, and fruits. To fulfill 

this aim, the study outlines the following specific objectives:  

i. To design and implement a CNN architecture that can effectively detect and classify 

prevalent crop diseases with a high degree of accuracy from the provided images.  

ii. To create and preprocess a detailed dataset of labeled images that encompasses both healthy 

and diseased crops, which will be utilized for the training, validation, and testing phases of 

the CNN model.  

iii. To assess the performance of the CNN model through various metrics, including accuracy, 

precision, and processing speed, ensuring its practical applicability in real-world agricultural 

settings.  

iv. To develop a user-friendly interface that enables farmers and agricultural experts to upload 

crop images for disease detection, providing immediate feedback regarding the diagnosis.  

These objectives are designed to produce a dependable, efficient, and accessible tool for the 

detection of crop diseases, ultimately aiding farmers in enhancing crop health management, 

minimizing yield losses, and promoting sustainable agricultural practices. 

 

  



British Journal of Computer, Networking and Information Technology 

ISSN: 2689-5315 

Volume 7, Issue 4, 2024 (pp. 94-102) 

97  Article DOI: 10.52589/BJCNIT-Z1BLVYO8 

  DOI URL: https://doi.org/10.52589/BJCNIT-Z1BLVYO8 

www.abjournals.org 

LITERATURE REVIEW 

The growing dependence on artificial intelligence (AI) in the agricultural sector has resulted in 

notable progress in the detection of crop diseases, especially through the implementation of 

Convolutional Neural Networks (CNNs). As a subset of deep learning architectures, CNNs have 

demonstrated exceptional performance in image recognition applications, rendering them 

particularly suitable for diagnosing plant diseases based on visual information. This literature 

review examines current research that utilizes CNNs for crop disease detection, emphasizing 

significant developments, obstacles, and potential avenues for future exploration in this domain. 

Traditional Image Processing Approaches 

Prior to the advent of deep learning, conventional image-processing methods were predominantly 

utilized for the identification of crop diseases. Approaches such as color thresholding, texture 

analysis, and shape-based feature extraction were employed to recognize symptoms including 

lesions, discoloration, or spots on foliage. Although these methods achieved a certain level of 

accuracy, they relied significantly on manually crafted features and exhibited a lack of robustness 

against variations in lighting conditions, background elements, and different stages of plant 

growth. For example, Patil and Kumar (2011) applied K-means clustering to segment disease 

spots; however, their methodology was constrained by its susceptibility to noise and fluctuations 

in background. 

Machine Learning Approaches 

The transition to machine learning techniques has enhanced the automation of feature extraction 

processes. Algorithms such as Support Vector Machines (SVM), Random Forests (RF), and k-

Nearest Neighbors (k-NN) have gained prominence for the classification of diseases utilizing pre-

extracted features. For instance, Arivazhagan et al. (2013) employed SVM to analyze manually 

extracted color and texture features from leaves to identify diseases in a variety of crops. 

Nonetheless, these models continued to depend on domain-specific expertise for feature extraction, 

which constrained their applicability across diverse plant species and types of diseases. 

Deep Learning and CNN-Based Techniques 

The emergence of deep learning, especially convolutional neural networks (CNNs), has led to the 

automation of feature extraction, enabling models to learn directly from unprocessed image data. 

CNNs are particularly adept at identifying spatial hierarchies within images, which positions them 

favorably for the recognition of intricate patterns associated with crop diseases. A pioneering study 

by Mohanty et al. (2016) was among the first to implement CNNs for the detection of crop 

diseases. Utilizing a dataset comprising 54,000 images of both diseased and healthy plant leaves, 

the model attained an impressive accuracy rate of 99.35% in classifying 38 different crop-disease 

combinations. This research highlighted the significant potential of CNNs for large-scale and real-

time disease detection across various agricultural environments. 
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CNN Architectures for Crop Disease Detection  

Recent research has focused on optimizing CNN architectures to improve performance. Transfer 

learning has been widely adopted to overcome the challenges of limited training data. In this 

approach, pre-trained models such as AlexNet, VGG16, and ResNet, originally trained on large 

image datasets like ImageNet, are fine-tuned for crop disease detection. For instance, Ferentinos 

(2018) used transfer learning with pre-trained CNN models, achieving accuracies above 95% on 

multiple crop disease datasets. This approach minimizes the need for large amounts of domain-

specific training data while retaining high classification accuracy. 

Another line of work involves developing lightweight CNN models suitable for deployment in 

resource-constrained environments such as farms in developing countries. MobileNet and 

EfficientNet are examples of such models that prioritize computational efficiency without 

significantly compromising accuracy. Ramcharan et al. (2019) applied a lightweight CNN for 

cassava disease detection on smartphones, enabling real-time and on-site disease diagnosis by 

farmers. 

Challenges in CNN-Based Crop Disease Detection 

Despite CNN-based models' high accuracy, several challenges remain. One major issue is the 

variability in environmental factors such as lighting, background, and leaf orientation, which can 

affect model performance. Researchers like Zhang et al. (2020) addressed this by augmenting 

training data with images under different conditions, thereby improving the model's robustness. 

Another challenge is the availability of labeled datasets. While several large-scale datasets exist, 

such as the PlantVillage dataset, there is still a need for more comprehensive datasets covering a 

wider range of crops, diseases, and environmental conditions. Additionally, CNN models can 

struggle with diseases that manifest similarly or occur in combination, leading to misclassification. 

Integration with Precision Agriculture and Mobile Platforms 

The practical application of CNN models for crop disease detection is often linked with precision 

agriculture tools, such as drones and smartphones. Combining CNN-based disease detection with 

remote sensing technologies allows for large-scale monitoring of fields, reducing the need for 

labor-intensive manual inspections. For example, Pantazi et al. (2019) explored the use of UAV-

mounted cameras for detecting diseases in large agricultural plots using CNNs. 

Moreover, mobile applications integrated with CNN models are gaining popularity. These apps 

allow farmers to capture leaf images and receive instant disease diagnoses, making AI-powered 

disease detection more accessible. Picon et al. (2020) demonstrated the effectiveness of a CNN-

based mobile app for detecting wheat rust, providing farmers with a user-friendly tool for field 

diagnostics. 
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METHODOLOGY 

In this section, we delve into the workings of the Convolutional Neural Network (CNN) model 

tailored specifically for crop disease detection. It provides an in-depth explanation of the 

architecture, training process, and key components utilized to effectively identify and classify crop 

diseases. 

 

Figure 1: A CNN Model for Crop Disease Diagnosis 

 

 

a. Input Image Stage 

The process begins with the user uploading an image, which is typically represented as a grid of 

pixel values. Each pixel represents the intensity of light at that point, forming the image. (Imagine 

you have a picture, and each pixel in that picture represents a tiny dot of color.) This image serves 

as the input to the CNN. 

b. Feature Extraction Phase 

Extracting the different features involve three major stages – Convolution Layer, Rectified linear 

Unit and Polling. 

i. Convolutional Layer: In the first layer of the CNN, the input image undergoes a 

convolution operation. This operation involves sliding a small filter (also known as a kernel) 

over the input image. At each position, the filter performs an element-wise multiplication 

with the corresponding pixels of the image patch under the filter, and then sums up the 

results. These filters are learned during the training process to identify patterns such as edges, 
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textures, or more complex structures in the image. This process creates a feature map, 

highlighting patterns and features present in the image. 

ii. ReLU Activation: After convolution, a Rectified Linear Unit (ReLU) activation function is 

applied element-wise to the feature map. ReLU introduces non-linearity into the network by 

replacing all negative pixel values in the feature map with zero and leaving positive values 

unchanged. This helps the network learn complex patterns and relationships in the data. 

iii. Pooling Layer: Following the convolution and ReLU activation, the feature map undergoes 

a pooling operation. A pooling layer reduces the spatial dimensions (width and height) of 

the feature maps generated by the convolutional layers while retaining important 

information. Common pooling includes max pooling, where the maximum value within a 

small window is retained, or average pooling, where the average value is calculated. Pooling 

helps in reducing the computational complexity of the network and makes the learned 

features more robust to small variations in the input. 

c. Image Classification 

Finally, the output of the last fully connected layer is passed through a softmax activation function, 

which normalizes the output into a probability distribution over the different classes in the 

classification task. The class with the highest probability is chosen as the predicted label for the 

input image. 

i. Flattening: After several convolutional and pooling layers, the resulting feature map is 

flattened into a one-dimensional vector. This process converts the spatial information of the 

feature map into a format suitable for feeding into a traditional fully connected neural 

network. 

ii. Fully Connected Layers: The flattened feature vector is then passed through one or more 

fully connected layers. Each neuron in a fully connected layer is connected to every neuron 

in the previous layer, similar to a traditional neural network architecture. These layers 

perform high-level reasoning and decision making based on the learned features from the 

convolutional layers. 

d. Output (Prediction) 

The output layer usually consists of a softmax activation function, which converts the raw scores 

produced by the preceding layers into probabilities. Each node in the output layer represents a class 

label, and the probability distribution across these nodes indicates the likelihood of the input image 

belonging to each class. The class with the highest probability is considered the predicted label for 

the input image. 

In summary, a CNN for image classification consists of convolutional layers for feature extraction, 

pooling layers for spatial dimension reduction, hidden layers for hierarchical feature learning, and 

an output layer for making predictions. Through training, the CNN learns to recognize patterns 

and features in images, enabling it to classify them into different categories. 
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RESULT AND DISCUSSION 

The proposed Convolutional Neural Network (CNN) model for the detection of crop diseases was 

assessed utilizing a dataset comprising leaf images that included both healthy and infected 

samples. A variety of metrics were utilized to evaluate the model's performance, such as accuracy 

and precision. 

a. Accuracy and Classification Performance:  

The CNN model demonstrated an impressive overall accuracy of 96.7% in the classification of 

crop diseases, highlighting its proficiency in identifying and differentiating between healthy and 

infected plants. This high level of accuracy was maintained across various crops and types of 

diseases. The model's capability to learn complex visual characteristics, including lesions, color 

alterations, and texture differences, played a crucial role in its exceptional performance. 

Furthermore, the precision for specific disease categories were assessed, with the majority of 

diseases showing values exceeding 0.95. This suggests that the model is extremely dependable, 

excelling not only in accurately identifying diseased leaves (high recall) but also in reducing false 

positives (high precision).  

b. Generalization and Field Testing:  

The model underwent evaluation in real-world settings by acquiring leaf images in outdoor 

conditions, thereby replicating the difficulties encountered by farmers in the field. The findings 

indicated that although the model exhibited nearly perfect performance in controlled settings (i.e., 

the laboratory dataset), its accuracy in field conditions experienced a minor decline to 93.5%. This 

reduction can be linked to uncontrolled environmental variables such as variable lighting and 

obstructions. Nevertheless, the model demonstrated overall robustness, and minor retraining with 

a broader range of field data could potentially mitigate this concern. 

c. Limitations and Future Work: 

Although the CNN model demonstrates impressive performance, several challenges persist. 

Firstly, the model's efficacy could be significantly improved by including a broader range of 

diseases and crop species within the training dataset. Furthermore, enhancing the model’s 

adaptability to environmental fluctuations remains a critical area for development. While data 

augmentation has contributed to its robustness, exploring additional methodologies such as 

Generative Adversarial Networks (GANs) may provide opportunities to simulate a wider array of 

environmental conditions during the training phase. Another potential direction for future research 

involves the integration of this model with Internet of Things (IoT) devices, facilitating extensive, 

real-time monitoring of crop health across entire agricultural landscapes. The addition of multi-

sensor data, such as temperature and humidity readings, could further improve disease detection 

by offering a more comprehensive understanding of the plant’s overall condition. 
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CONCLUSION 

In conclusion, integrating image recognition and Convolutional Neural Network (CNN) 

algorithms into crop disease detection offers significant potential for revolutionizing farming 

practices. The Crop Disease Detection System enables early and accurate disease identification, 

optimizing yields, reducing costs, and lessening environmental impact. Despite challenges, such 

as data security and initial costs, the benefits outweigh the risks. Collaboration among stakeholders 

is vital for widespread adoption. Key recommendations include continuous collaboration with 

experts for system refinement, prioritizing user training and support, seamless integration with 

existing practices, exploring affordability partnerships, and committing to continuous 

improvement through feedback loops. These strategies ensure the system's sustained impact on 

agricultural sustainability. 
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