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ABSTRACT: This systematic review examines the effectiveness 

of AI-driven models in mitigating evolving cyber threats, using 

the PRISMA framework to analyze studies published between 

2019 and 2024. The review focuses on machine learning 

techniques, including supervised, unsupervised, and deep 

learning. Findings show that deep learning excels in detecting 

complex threats like Advance Persistent Threats (APTs) and 

zero-day vulnerabilities, while supervised learning (deep 

learning is also a supervised type of supervised learning, so be 

specific) is effective for known threats but struggles with new 

attack types. Unsupervised learning adapts well to dynamic 

environments but has higher false positive rates. The review 

proposes a multi-layered framework combining AI models with 

traditional security measures for enhanced threat detection and 

response. A hybrid approach is recommended as the most 

effective strategy, though challenges like data quality and 

algorithmic bias must be addressed for optimal implementation. 
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INTRODUTION 

The increasing complexity and frequency of cyber threats have highlighted the limitations of 

traditional cybersecurity measures like Firewalls, Antivirus Software, Password-Based 

Authentication [31]. Their limitations lead to a growing interest in using Artificial Intelligence 

(AI) to enhance cyber risk mitigation. AI-driven models offer advanced capabilities in threat 

detection, response, and prediction, enabling more proactive and adaptive cybersecurity 

strategies. These models are particularly effective in handling complex and evolving threats 

through the use of machine learning (ML) techniques, including supervised, unsupervised, and 

deep learning methods. Such techniques help identify patterns and anomalies in large datasets, 

improving detection accuracy and response times for malware, phishing, and Advanced 

Persistent Threats (APTs) [2]. This systematic review aims to comprehensively evaluate AI-

driven models in cybersecurity, focusing on their ability to mitigate evolving risks. It compares 

different ML approaches to assess their relative strengths and weaknesses in various threat 

scenarios. Additionally, the review proposes a framework for integrating AI-driven models into 

existing cybersecurity strategies, emphasising improving real-time detection and automated 

response mechanisms. By synthesising findings from various studies, the review offers insights 

into the most effective AI techniques for addressing the dynamic nature of modern cyber 

threats. 

Statement of the Problem 

The rapid evolution of cyber threats has exposed critical vulnerabilities in traditional 

cybersecurity measures such as firewalls, antivirus programs, and password-based 

authentication systems. These conventional approaches struggle to address the dynamic nature 

and sophistication of modern threats, including Advanced Persistent Threats (APTs) and zero-

day vulnerabilities. The escalating complexity of cyberattacks has driven a growing need for 

advanced, adaptive, and proactive solutions. While Artificial Intelligence (AI)-driven models, 

employing machine learning (ML) and deep learning (DL) techniques, offer promise in 

identifying and mitigating such threats, challenges like data quality issues, algorithmic biases, 

and high false-positive rates remain barriers to their effective adoption. Addressing these gaps 

is critical for developing robust cybersecurity frameworks that can withstand evolving threats 

in dynamic environments such as IoT and cloud computing systems. 

Objectives of the Study 

This study aims to systematically evaluate the effectiveness of AI-driven models in mitigating 

evolving cyber threats. Specifically, it seeks to: 

1. Assess the strengths and limitations of various machine learning approaches, including 

supervised, unsupervised, and deep learning, in threat detection and response. 

2. Propose a multi-layered framework that integrates AI-driven techniques with traditional 

cybersecurity measures for enhanced threat management. 

3. Identify practical solutions to challenges such as data quality, algorithmic bias, and high 

computational costs to improve the adaptability and scalability of AI models. 

4. Provide insights into real-time threat detection, anomaly identification, and mitigation 

strategies to strengthen cybersecurity systems against modern threats. 
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LITERATURE REVIEW 

AI-Driven Cybersecurity Models 

AI-driven models are central to cybersecurity threat detection and response mechanisms, 

enhancing accuracy and response times in real-time threat environments. AI models are widely 

applied in Intrusion Detection Systems (IDS), malware detection, phishing prevention, threat 

intelligence, and endpoint protection [1]. In IDS, AI techniques such as supervised and 

unsupervised learning are deployed to detect malicious traffic and previously unknown attack 

patterns more effectively than traditional methods. In malware detection, AI-based static and 

dynamic analysis surpasses signature-based approaches, identifying complex behaviors and 

unknown malware. Phishing detection has also benefited from AI, significantly reducing 

incidents by improving email filtering and URL analysis, though false positives remain a 

challenge [3]. Additionally, AI is critical in threat intelligence, where it automates data analysis 

and applies predictive analytics to uncover hidden threats and anticipate attacks.  

Similarly, the role of AI-driven models in cybersecurity, particularly through the automation 

of threat detection and anomaly identification, has been transformative, enabling faster 

response times, improved accuracy in identifying complex attack patterns, and reducing the 

burden on human analysts by handling large-scale data analysis in real-time [34]. These models 

significantly reduce the manual workload by analyzing large data sets and identifying patterns 

that indicate potential security breaches, enabling organizations to act proactively. A notable 

strength of AI models is their adaptability, as they continuously learn from new threats, 

enhancing their defense mechanisms over time. AI-based cybersecurity models (Artificial 

Neural Networks (ANNs), agent-based systems, and Genetic-fuzzy IDSs) have transformed 

the fight against cybercrime because they offer greater flexibility and robustness than 

traditional methods [32]. These advanced systems enhance the detection of unauthorised access 

and cyber threats, adapting to an ever-evolving threat landscape.  

Artificial Intelligence (AI) Machine Learning (ML) in Cybersecurity or rather Artificial 

Intelligence-Machine Learning (AIML) in Cybersecurity 

The application of Artificial Intelligence (AI) and Machine Learning (ML) in cybersecurity has 

emerged as a critical factor in improving threat detection and response mechanisms. AI-driven 

models, particularly those utilising ML techniques, are crucial in identifying anomalies, 

detecting malicious activities, and enhancing response times [1].  Machine learning algorithms 

include supervised, unsupervised, and reinforcement learning essential for analysing complex 

data patterns and improving the accuracy of intrusion detection systems and malware analysis. 

However, integrating AI into cybersecurity also faces challenges, such as ethical concerns and 

data privacy issues, which must be addressed to fully harness its potential. Similarly, the 

significance of AI for system security assurance is that AI enables proactive measures against 

cyber threats [2]. The intelligence-based approaches involving AI allow faster detection and 

mitigation of threats, reducing the potential damage caused by cyberattacks [3]. These studies 

collectively highlight the growing role of AI in advancing cybersecurity practices, emphasising 

the importance of real-time detection and dynamic response. 

Furthermore, integrating Machine Learning (ML) into cybersecurity frameworks is 

increasingly recognized as essential for managing evolving cyber threats. ML's ability to 

analyse vast amounts of data enables organizations to identify threats before they escalate, 
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thereby improving threat intelligence and overall system security [4]. Their review highlights 

the successful implementation of ML in real-world case studies, demonstrating its 

transformative impact on cybersecurity practices.  

A broader perspective on the gaps in ML research related to cybersecurity, identifying the need 

for more robust frameworks and standardized auditing practices [5]. Although ML offers 

promising solutions, its current implementation remains immature, with gaps in its ability to 

address all cyber threats. ML, especially advanced techniques like Convolutional Neural 

Networks (CNNs) and Recurrent Neural Networks (RNNs), is crucial in detecting and 

responding to zero-day vulnerabilities [6]. Ensemble learning methods like Random Forest and 

Support Vector Machines (SVMs) further enhance the detection capabilities of cybersecurity 

systems. 

The inadequacy of traditional methods in addressing sophisticated cyber threats is evidenced 

but ML and AI are crucial in enabling systems to learn from data, detect potential threats early, 

and mitigate risks before significant harm occurs [7]. However, challenges such as data quality 

issues, security vulnerabilities, and potential bias in ML algorithms can undermine the 

effectiveness of these technologies. Also, while ML is effective in early detection, it is also 

susceptible to false positives and adversarial attacks, underscoring the need for continuous 

innovation and refinement in ML models [8]. 

Deep Learning (DL)  

Deep learning (DL) has become a pivotal technology in enhancing cybersecurity across various 

domains. Its capacity to process large datasets and detect complex patterns makes it highly 

effective in identifying evolving cyber threats. Deep learning, particularly through artificial 

neural networks, outperforms traditional machine learning algorithms by identifying nonlinear 

patterns essential for detecting sophisticated cyber-attacks [9]. This advantage is critical in 

modern cybersecurity environments where threats are more frequent and increasingly complex. 

The versatility of DL extends beyond cybersecurity, as it has shown success in fields like 

medical data processing and automation, demonstrating its robustness in handling intricate 

datasets. Deep learning has a transformative role in network security, where traditional 

methods often fail to keep pace with the evolving nature of cyberattacks [10]. Through 

automation and the ability to process unstructured data, DL models enable real-time detection 

of potential threats. This is particularly important as cyber threats become more sophisticated 

and interconnected with other emerging technologies like IoT and cloud computing.  

Focusing on Intrusion Detection Systems (IDS), DL's application detects many cyber threats, 

including malware and phishing attacks [11]. Their review highlights the increasing need for 

advanced IDS solutions as organisations face growing cyber vulnerabilities, particularly 

through e-learning platforms and other digital systems with weak security frameworks. DL 

techniques, such as Convolutional Neural Networks (CNNs) and Recurrent Neural Networks 

(RNNs), have proven effective in identifying these threats, offering enhanced detection 

capabilities compared to traditional methods. The paper provides a comparative analysis of DL 

techniques, shedding light on their advantages in improving network security through real-

world implementations. 
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Deep Learning in IoT Cybersecurity 

The role of DL in IoT cybersecurity is essential. The interconnected nature of IoT devices 

introduces unique security challenges that traditional IDS solutions often cannot address [12]. 

DL models, with their capacity to analyze large volumes and non-linear patterns of data, are 

particularly suited for detecting cyber threats in IoT environments. These models excel in 

identifying a range of attacks specific to IoT, including DDoS (Distributed Denial-of-Service) 

and botnet attacks. 

Integration and Hybrid Approaches 

The integration of Artificial Intelligence (AI) into various sectors, including cybersecurity and 

education, has opened up new opportunities for innovation while presenting unique challenges. 

A recurring theme in the literature is the potential of hybrid approaches, which combine 

different AI techniques to address complex problems more effectively. A hybrid approach to 

modelling reality and perception emphasizes the importance of cognitive frameworks such as 

cyber semiotics and cognitive metaphor in understanding the dynamic interaction between 

digital and physical realities [13]. This approach, particularly relevant in educational contexts, 

fosters integrative metathinking, which is critical for addressing cognitive distortions and 

safety concerns induced by digitalisation. The authors argue that this methodology can be 

applied to Generative AI (GenAI) [33], providing creative and critical thinking strategies for 

navigating cognitive science and educational environments. 

In cybersecurity, a hybrid genetic algorithm (GA) and neural network-based approach enhance 

the detection of DDoS and malware attacks [14]. Their research highlights the effectiveness of 

GAs in feature selection, which optimises neural networks by identifying the most relevant 

data attributes. The integration of GAs with Swarm Intelligence (SI) and other nature-inspired 

algorithms, such as Artificial Bee Colony (ABC), improve both the accuracy and efficiency of 

cybersecurity systems. This hybrid method enhances precision detection and reduces the 

computational burden of processing large datasets, offering a robust solution for wide-area 

networks. 

 

METHODOLOGY 

The methodology for conducting systematic review of AI-driven models for cyber risk 

mitigation is designed to comprehensively assess and evaluate the current landscape of AI 

applications in cybersecurity. This systematic approach ensures rigorous data collection, 

minimises bias, and provides a clear structure for analyzing the effectiveness of AI-driven 

models in mitigating evolving cyber threats. The primary objectives of this review include 

evaluating the effectiveness of AI-driven models in addressing advanced threats. Additionally, 

the review aims to compare the performance of different machine learning (ML) approaches—

supervised, unsupervised, and deep learning—to determine their relative effectiveness in 

diverse cyber risk scenarios. Finally, the review proposed a comprehensive framework 

integrating AI-driven models into cybersecurity strategies, enhancing threat detection and 

response mechanisms. 
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Review Protocol 

The review was conducted according to the guidelines provided by the Preferred Reporting 

Items for Systematic Reviews and Meta-Analyses (PRISMA) framework (Moher et al., 2009). 

The PRISMA framework ensures transparency and reproducibility in systematic reviews, 

guiding the process from planning to reporting. The protocol was pre-defined, including 

objectives, research questions, eligibility criteria, and the data extraction process. It was 

registered in PROSPERO to enhance transparency and prevent duplication. 

 

 

Figure 1: Review Protocol Diagram 

Search Strategy  

A comprehensive search strategy was developed to identify relevant studies on AI-driven 

models for cyber risk mitigation. The search was conducted using multiple academic databases, 

including IEEE Xplore, ACM Digital Library, Scopus, and Web of Science, to ensure a broad 

range of sources. A combination of Boolean operators, such as "AND," "OR," and "NOT," was 

employed to refine the search terms. The keywords included "Artificial Intelligence," 

"cybersecurity," "risk mitigation," "machine learning," and "cyber threats." For example, a 

typical search string used was: ("Artificial Intelligence" OR "AI" OR "Machine Learning" OR 

"Deep Learning") AND ("Cyber Risk" OR "Cybersecurity" OR "Risk Management"). 

Table 1: Search Strategy Component Description 

Objective To identify relevant studies focusing on AI-

driven models for cyber risk mitigation. 

Databases The search was cond ucted using Web of 

Science,  IEEE Xplore, ACM Digital Library 

Search Strategy A comprehensive approach using Boolean 

operators like "AND," "OR," and "NOT" was 

employed to filter and refine search results. 

This ensured the inclusion of relevant studies 

and the exclusion of unrelated ones. 

Keywords Artificial intelligence, Deep Learning, 

Cybersecurity, Cyber Risk, Cyber Threats 
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 Identification of Databases and Keywords 

The databases selected for this systematic review were chosen based on their relevance to 

computer science and cybersecurity research. Primary databases included IEEE Xplore, ACM 

Digital Library, Scopus, Web of Science, and Google Scholar, covering peer-reviewed 

journals, conference proceedings, and industry reports. Keywords and search terms were 

iteratively refined during preliminary searches to ensure the inclusion of all relevant studies. 

Keywords were selected based on the thematic focus of the review, such as "neural networks," 

"anomaly detection," "threat intelligence," and "risk prediction." 

Inclusion Criteria   

The inclusion criteria were designed to ensure that only studies with a focus on AI-driven 

models for cyber risk mitigation were selected. Specifically, studies were included if they met 

the following criteria. Only literature published between 2019 and 2024 were included to 

ensure recent developments in AI technologies and also, literature that focuses on the 

application of AI in cybersecurity, particularly in the context of risk assessment, threat 

detection, or mitigation were included.  

Table 2: Inclusion Criteria 

Inclusion Criteria Description 

Publication Date Studies published between 201 and 2024 were included to ensure the 

review covers recent developments in AI technologies. 

Language Only studies published in English were considered, ensuring that the 

findings are accessible and interpretable. 

Study Type Empirical studies were included, including those with experimental results 

or case studies. These studies are needed to demonstrate the application of 

AI in real-world scenarios or simulations. 

 

Exclusion Criteria   

The exclusion criteria aimed to filter out irrelevant or low-quality studies, ensuring that the 

review focuses on significant contributions. Studies focusing solely on traditional, non-AI-

based cybersecurity approaches were not used. Articles without empirical data, such as opinion 

pieces, editorials, and review papers, were excluded. Research focused on theoretical models 

without practical validation or application in cyber risk scenarios was not included. Also, 

duplicate studies from different databases were identified and excluded using reference 

management software, ensuring a unique set of studies for analysis. 

Boolean Operators ("Artificial Intelligence" OR "AI" OR 

"Machine Learning" OR "Deep Learning") 

AND ("Cyber Risk" OR "Cybersecurity" OR 

"Risk Management") 

Study Languages Only studies published in English were 

included to ensure accessibility and 

consistency in data interpretation. 
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Figure 2: Exclusion Criteria Diagram 

 Data Extraction Criteria 

Data extraction is the process of systematically collecting and categorising data from the 

included studies [16]. Data extraction was conducted systematically using a predefined 

template to ensure consistency. The extracted information included the study's title, authors, 

publication year, AI techniques (e.g., machine learning algorithms, neural networks), type of 

cyber risks addressed (e.g., phishing, malware detection, data breaches), evaluation metrics, 

and key findings. Two reviewers independently verified data extraction to minimise errors and 

ensure accuracy. Discrepancies between reviewers were resolved through discussion and 

consultation with a third reviewer. 

Quality Assessment 

To assess the quality of the included studies, the Critical Appraisal Skills Programme (CASP) 

checklist for quantitative research was used [15]. This checklist evaluates studies based on 

criteria such as clarity of research objectives, appropriateness of study design, validity of 

methods, and robustness of results.  

Data Synthesis and Analysis 

Data synthesis was performed using both narrative synthesis and meta-analysis, where 

appropriate. A narrative synthesis helped identify common themes, AI techniques, and 

application areas across the studies. At the same time, a meta-analysis was conducted to 

statistically aggregate findings related to the effectiveness of different AI models in mitigating 

specific cyber risks.  
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RESULT AND DISCUSSION 

Effectiveness of AI Models in Cybersecurity 

In this narrative analysis, we explore the effectiveness of AI models in cybersecurity, 

synthesising insights from multiple studies. The discussion will focus on machine learning 

approaches, their adaptability to evolving threats, and their success in threat mitigation. 

Supervised Learning 

Supervised Machine Learning (SL) demonstrates high effectiveness in cybersecurity, 

particularly in controlled environments. SL often achieves over 90% accuracy in detecting 

cyberattacks, although these results can be misleading in real-world conditions, where 

complexities may reduce effectiveness [16]. 

In Intrusion Detection Systems (IDS), SL models such as Random Forest (RF), Decision Tree 

(DT), and Support Vector Machine (SVM) have achieved over 99% classification accuracy, 

highlighting their reliability in detecting known attacks (Aamir et al., 2021) [18]. However, SL 

models struggle with novel threats like zero-day vulnerabilities, as they rely heavily on labelled 

datasets (Meaad et al., 2024) [19]. 

SL performs well in well-defined environments but lacks adaptability in dynamic areas like 

IoT and cloud systems, where new attack vectors frequently emerge without historical data. 

This limits its effectiveness in detecting evolving threats [20]. 

Unsupervised Learning 

Unsupervised learning, which does not require labelled datasets, is more suited for anomaly 

detection in dynamic environments where new threats continuously emerge. This model can 

identify unusual patterns that may indicate new or unknown threats, making it particularly 

useful in environments like IoT and cloud systems, where cyber threats evolve rapidly [19]. 

This approach’s strength lies in its ability to uncover hidden structures in data, allowing it to 

detect zero-day attacks and Advanced Persistent Threats (APTs) without relying on predefined 

signatures [21]. Unsupervised learning can lead to a higher rate of false positives, as benign 

anomalies may be mistakenly flagged as threats. These false positives require further 

investigation by human analysts, which can delay response times and reduce the model's 

overall efficiency. 

 Deep Learning 

Deep learning has dramatically improved real-time threat detection in cybersecurity, with 

models demonstrating high effectiveness in identifying anomalies (98.5%) and malware 

(99.2%) [23]. These models also perform well in phishing detection (95.8%) and threat 

intelligence analysis, allowing organisations to respond quickly to evolving threats. However, 

challenges such as interpretability and robustness must be addressed for further optimisation. 

Deep learning models, particularly CNNs, are highly effective in detecting regular malware 

(nearly 100%) and obfuscated malware (93.55%), enhancing precision in real-time applications 

[24]. Their study used real-world malware samples, improving cybersecurity performance. 

Deep learning’s ability to process complex data and recognise patterns makes it especially 

useful in environments like cloud computing and critical infrastructure for detecting 
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sophisticated threats such as APTs and zero-day vulnerabilities [25]. 

Comparison of Machine Learning Techniques in Cybersecurity 

In this thematic analysis, the researcher explores the strengths and weaknesses of different 

machine learning (ML) methods—supervised, unsupervised, and deep learning—in 

cybersecurity, focusing on their performance regarding false positives, detection accuracy, and 

computational cost. By comparing these methods across environments like cloud computing, 

IoT, and critical infrastructure, we can assess their suitability for addressing evolving cyber 

threats. 

Supervised Learning Strengths and Weaknesses 

Strengths: High Accuracy: Supervised learning provides high detection accuracy for known 

threats, as shown [26],[27]. These models excel in recognising malware and phishing attacks 

by drawing on labelled datasets. 

Weaknesses: Inflexibility for Novel Threats: Supervised learning struggles with novel or zero-

day attacks that do not appear in the training data. This lack of adaptability makes it less 

effective in dynamic environments like IoT and cloud systems.  

Data Dependency: It relies heavily on labelled datasets, which can be challenging to obtain, 

especially for new or rare attack types. This limitation reduces the model's generalisation ability 

in unknown contexts [22]. 

Unsupervised Learning Strengths and Weaknesses 

Strengths: Effective for Novel Threats: Unsupervised learning excels at detecting zero-day 

attacks and anomalies in environments where the threat landscape is constantly changing, such 

as IoT and cloud computing [27].  

Adaptability: This technique can adapt to new, previously unseen attack patterns without 

relying on predefined threat signatures [28]. 

Weaknesses: High False Positives: One significant drawback is the higher rate of false 

positives, as benign deviations are sometimes flagged as threats. This can lead to alert fatigue 

and inefficient use of security resources [22]. 

Deep Learning Strengths and Weaknesses 

Strengths: High Complexity Handling: Deep learning models can process intricate data 

structures and identify patterns that simpler models might miss. This makes them highly 

effective in detecting sophisticated attacks like Advanced Persistent Threats (APTs) and 

botnets [27]. 

Weaknesses: High Computational Cost: Training deep learning models requires substantial 

computational resources and time, making them less suitable for real-time applications where 

speed is crucial [28]. 

Data Dependency: Similar to supervised learning, deep learning models rely on large amounts 

of data for training, which can be a limitation in environments with limited data availability or 
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where labelled data is scarce. 

Table 3: Comparison of Models 

Technique Strengths Weaknesses Best-Suited Usage 

Supervised Learning High accuracy for 

known threats 

Inflexible for novel 

threats, data-

dependent 

Network security, 

well-defined threat 

spaces 

Unsupervised 

Learning 

Adaptable to novel 

threats, suitable for 

dynamic 

environments 

A high false positive 

rate requires 

validation 

IoT, cloud computing, 

anomaly detection 

Deep Learning Handles complex 

data, scalable for 

large datasets 

High computational 

cost, data-heavy 

Critical infrastructure, 

APT detection 

 

Framework for Integrating AI-Driven Models with Traditional Security Measures 

In today’s cybersecurity landscape, addressing both known and unknown threats requires a 

defence system that combines the strengths of AI-driven models with traditional security 

measures. This integrated, multi-layered approach offers resilience against a wide range of 

cyber threats, from common malware attacks to sophisticated zero-day exploits and Advanced 

Persistent Threats (APTs). The framework proposed here leverages machine learning (ML) and 

deep learning (DL) models for dynamic detection and response while maintaining traditional 

security systems' robust, rule-based mechanisms. 

Layered Security Architecture 

The framework is based on a layered security architecture that incorporates AI-driven models 

at various levels of the security stack, working alongside traditional measures like firewalls, 

intrusion detection systems (IDS), and antivirus solutions. The goal is to ensure that AI and 

traditional methods complement each other, improving overall defence effectiveness. 

Layer 1: Perimeter Defense with Traditional Methods 

Objective: Establish a solid first line of defence using conventional measures like firewalls, 

VPNs, and IDS to block known threats. 

Mechanisms: Firewalls and Antivirus Software: These systems handle signature-based threat 

detection, which is highly effective for known attacks. They use databases of known malware 

signatures and rules to block unauthorised access [28].  

Intrusion Detection Systems (IDS): Traditional IDS tools monitor network traffic for known 

attack patterns or signature-based anomalies. Though effective against common attacks, they 

struggle with zero-day threats.  

Layer 2: AI-Powered Anomaly Detection and Behavioral Analytics 

Objective: Use AI-driven models to monitor network behaviour and detect anomalies that may 

indicate unknown threats. 
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Mechanisms: Unsupervised Learning for Anomaly Detection: AI models using unsupervised 

learning are integrated with traditional IDS to detect deviations from normal behaviour that 

might indicate emerging or unknown threats. These models are highly adaptable and can 

identify zero-day attacks and insider threats in real time [27]. 

Layer 3: Machine Learning-Enhanced Threat Detection 

Objective: Leverage supervised learning models to detect and respond to known threats more 

efficiently. 

Mechanisms: Supervised Learning Models: By continuously learning from labelled datasets, 

these models offer high detection accuracies for known threats, such as malware and phishing 

attacks [22].  

Hybrid Threat Detection: AI models are designed to work in tandem with signature-based 

detection systems. While signature-based models handle known attacks, AI models provide an 

additional layer of scrutiny for behaviours that deviate from known patterns. 

Layer 4: Deep Learning for Advanced Threats and Big Data Analysis 

Objective: Address complex threats like APTs and botnets through deep learning techniques. 

Mechanisms: Deep Learning for Large-Scale Threats: Deep learning models such as CNNs 

and RNNs are employed to analyse vast amounts of network traffic and complex data patterns, 

particularly in cloud environments and IoT networks. These models can detect multi-stage 

attacks like APTs by recognising patterns that evolve over time [22]. 

Adversarial Machine Learning: To combat attacks aimed at exploiting AI vulnerabilities, 

adversarial machine learning is integrated into the system. This technique enhances the 

resilience of AI-driven models against attacks that seek to manipulate ML algorithms, such as 

adversarial inputs.  

Real-Time Response and Automation 

This framework emphasises the automation of AI-powered response mechanisms and human 

oversight for critical decisions to ensure effective real-time threat mitigation. 

Autonomous Defense Systems with Reinforcement Learning 

Reinforcement learning (RL) models are introduced to automate real-time attack responses. 

RL agents continuously adapt their defence strategies by learning from past attacks and 

evolving threats. In environments where quick decision-making is essential (e.g., critical 

infrastructure), these models can autonomously adjust security protocols (firewalls, access 

controls) to neutralise threats while reducing the workload on human operators. 

Hybrid Security: Combining AI and Human Expertise 

A crucial aspect of this framework is the collaboration between AI models and human analysts. 

While AI excels in processing large amounts of data and detecting complex patterns, human 

intuition and contextual understanding remain irreplaceable in specific scenarios. 
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Human-AI Collaboration 

AI models handle the bulk of threat detection, filtering out false positives and identifying 

potential threats, while human analysts focus on high-priority incidents and complex decision-

making (Onuh et al., 2024). This hybrid approach ensures the defence system benefits from 

AI's efficiency without sacrificing human operators' insight and expertise. 

Table 4: Framework Overview: Multi-Layered Defense System 

Layer Objective Technology/Method Key Features 

Layer 1: Perimeter 

Defense 

Block known threats Firewalls, IDS, 

Antivirus systems 

Signature-based 

detection, rule-based 

protection 

Layer 2: Anomaly 

Detection 

Detect unknown 

threats via 

behavioural analysis 

and anomaly 

detection 

Unsupervised 

learning, Behavioral 

Analytics 

Real-time anomaly 

detection, insider 

threat detection 

Layer 3: Threat 

Identification 

Identify known 

threats with high 

accuracy 

Supervised learning 

models 

High accuracy for 

known threats, 

reduced false 

positives 

Layer 4: Advanced 

Threat Detection 

Detect complex 

threats like APTs 

Deep learning, 

CNNs, RNNs note 

that CNN and RNN 

are types of deep 

learning architecture. 

CNN handles images, 

audio better while 

RNN is for natural 

language processing. 

Complex data 

processing, scalable 

threat detection 

Layer 5: Real-Time 

Response 

Automate defence 

actions based on real-

time threats 

Reinforcement 

learning, Automated 

response systems 

Autonomous threat 

mitigation, real-time 

adaptability 

Layer 6: Human-AI 

Collaboration 

Ensure accurate and 

contextual decision-

making 

Explainable AI, 

Human-AI 

collaboration 

Human oversight, 

transparent AI 

decisions 

 

CONCLUSION 

The analysis of various AI models in cybersecurity reveals that each approach, like supervised, 

unsupervised, and deep learning, has distinct strengths and limitations that influence their 

effectiveness in different environments. Supervised learning is best suited for detecting well-

documented threats in stable environments due to its high accuracy, but it lacks flexibility when 

addressing novel attacks. Unsupervised learning offers adaptability for emerging threats and 

dynamic environments like IoT, though it struggles with high rates of false positives that 

require human validation. Deep learning excels in processing complex data and detecting 

sophisticated threats, making it suitable for critical infrastructure and cloud computing. 
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However, its computational intensity can be a drawback in real-time responsiveness scenarios. 

Overall, the choice of AI model should be aligned with the specific cybersecurity challenges 

and the nature of the environment to maximise threat detection and mitigation capabilities. 
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