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ABSTRACT: The rate at which banks lose funds to loan 

beneficiaries due to loan default is alarming. As a result of this, 

subsequent applications to get loans are declined for paucity of 

funds while job loss is also a resultant effect. Due to the volatility, 

volume, and variety of data, the way human beings judge credit 

history has proven inefficient; including statistical approaches but 

the big data involved cannot be efficiently dealt with. This 

research uses past loan records based on employment of ensemble 

learning for fraud prediction in bank credit transactions in order 

to avoid credit. It evolves an ensemble learning approach to 

predict fraud in credit administration. AdaBoost ensemble 

approach was used for the work; MATLAB was employed for 

training, testing, validation, and to make fraud predictions. The 

result obtained was benchmarked with Naïve Bayes, Sequential 

Minimal Optimization (SMO), and decision tree; based on 

accuracy. The adopted approach attained an accuracy of 80.9% 

in 2.09 seconds being the highest accuracy compared to all 

learners used for the evaluation. 

KEYWORDS: Credit default, ensemble, fraud, machine learning, 

prediction.  
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INTRODUCTION 

In an attempt to effectively coordinate funds to credit beneficiaries, a large volume and variety 

of data are involved, with pronounced volatility. However, fraudsters leverage on diverse 

circumstances and loopholes to perpetrate fraud unhindered. This has financial implications on 

affected businesses and also a threat to the integrity of such organizations.  

A fraud is said to have occurred in a situation where an intention to steal for one’s benefit is 

established (Oloidi and Ajinaja, 2014; Rawte and Anuradha, 2015; Naik, and Laximinarayana, 

2017; Akomolafe et al., 2017); a deceptive data usage is in this category too. There are existing 

fraud detection approaches in the context of discussion but a prediction is much desired in credit 

administration for enhanced efficiency, accuracy, and time benefits (Abdelhamid et al., 2017; 

Rohit, and Patel, 2015; Bagul et al., 2016).  

Machine learning is an effective approach to reveal hidden patterns in data for fraud prediction 

(Bagul et al., 2016). Supervised or unsupervised techniques do exist (Brockett et al., 2002). Case-

based reasoning failed in efficiency. However, this work employs ensemble approach for 

financial fraud prediction in bank credit default to enhance accuracy. It is evaluated by 

benchmarking with existing approaches using precision, recall and f-measures metrics, accuracy, 

and miscalculation rate. 

LITERATURE REVIEW 

There are many frauds in bank credit administration which need to be countered through 

intelligent technology (Bagul et al., 2016; Hameed et al., 2016). The fraud detection techniques 

that exist in this domain have accuracy shortcomings that need improvements; none has a focus 

on credit default fraud. Also, duplicates from fraudulent attempts, missing data, and yet to be 

identified fraud patterns have their tolls on prediction accuracy (Demla and Aggarwal, 2016; 

Fahmi et al., 2016; Vaishali, 2014; Abid et al., 2014, Sharma and Choudhury, 2016; Agaskar et 

al., 2017; Rawate and Tijare, 2017; Rimiru et al., 2017; Boateng and Oduro, 2018). 

No existing supervised or unsupervised learning approach can singularly satisfy the required 

criteria of accuracy in solving a fraud detection problem effectively (Hetal and Amit, 2012). 

Problem of accuracy does arise because of missing data when using a single unsupervised 

learning approach. Similarly, a single supervised learning cannot discover fraudulent duplicates. 

It is therefore essential to explore ensembles in order to enhance credit fraud prediction accuracy.  

A. FINANCIAL FRAUD 

Any illegal action from men or machines in an attempt to derive personal financial benefits to 

the detriment of the legitimate human or institutional beneficiaries when it is devoid of errors is 

a financial fraud (Rawte and Anuradha, 2015; Bagul et al., 2016; Naik and Laximinarayana, 

2017; Akomolafe et al., 2017; Kose et al., 2015). According to (Akomolafe et al., 2017), greed, 

gambling, debts, poor investments are the prompting situations. Financial fraud destroys systems, 

limits access to loan, causes death, and halts national economic growth due to credit defaults. 

Credit fraud could be via credit card, bankruptcy or credit application fraud (Delamaire et al., 

2011; Laleh and Azgomi, 2009). Credit default is a situation where a loaned person cannot fulfill 

the payment promise as earlier documented. 
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B. APPLICATION FRAUD 

The act of making an application for a credit card with false information is referred to as 

application fraud. In an attempt to detect this type of fraud, a classification of two scenarios is 

carried out. Applications from same user with the same details are referred to as duplicates, when 

it comes from different individuals with similar details, then fraudsters are at play. Phua et al. 

(2006) describes it as “identity crime, leveraging on synthetically generated identities.” Generally 

the types of fraud are as represented in Fig. 1 (Potamitis, 2013). 

C. MACHINE LEARNING AND ITS TECHNIQUES 

Machine learning employs data mining techniques, learning algorithms for the process of 

building models as it concerns hidden patterns in data to make predictions or detections. 

1) CLASSIFICATION 

Classification is a supervised machine learning method where datasets are labeled; predicting 

data in a predefined group. Neural networks, and support vector machine are examples. Ability 

to handle big data and attain high accuracy level; ability to provide results that industry experts 

can understand; and performance metrics are the basis for selection in fraud detection. Facial 

recognition, age estimation, stock prediction, fraud detection, are fertile areas of application 

(Guo et al., 2008; Kumar et al., 2010; Kirlidog and Asuk, 2012; Anwar et al., 2017). Table 1 

(Bhavsar and Ganatra, 2012) offers a comparison of common classification techniques. 

2) HYBRID Vs ENSEMBLE LEARNING 

According to (Kazienko et al., 2013), both ensemble models and hybrid methods do employ 

information fusion concept but with a slight difference. Ensemble classifiers do combine 

multiple but homogeneous, weak models (Kajdanowiczet al., 2010), the output of each weak 

model are now subjected to merging approaches that do a grouping together, for instance, using 

majority voting and then train the combined output for instance, using decision templates 

(Kuncheva, 2002). In contrast, hybrid methods do combine completely different, 

heterogeneous machine learning approaches (Castillo et al., 2007; Corchado et al., 2010). 

   However, the hybrid and ensemble learning can make the complete solution more adaptive 

and enhance reasoning. This fact has endeared ensemble and hybrid approaches to a large field 

of study to solve problems for mankind, for example; facial recognition, medicine, age 

estimation, weather forecast, stock prediction, bioinformatics, text mining, and music 

classification (Castillo et al., 2007; Okun, 2011; Bergstra et al., 2006; Kempa et al., 2011).   

D. ENSEMBLE LEARNING 

Ensemble learning is a machine learning paradigm that is based on the training of multiple 

learners to solve a particular problem. Machine learning approaches do learn one hypothesis 

from training data. However, ensemble learning constructs a set of hypotheses and combine 

them for use. Combination of strengths in each base learner and fine-tuning the weaknesses 

gives an ensemble; enhancing reliability (Hansen and Salamon, 1990; Schapire, 1990).  

     Enhancing comprehensibility in ensembles is a research gap (Zhou et al., 2003). Boosting, 

bagging, and stacking are the foundational ensemble methods (Schapire, 1990; Wolpert, 1992; 
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Breiman, 1996; Freund and Schapire, 1997) in literature. Adaboost is an example of the 

boosting ensemble approach, and its algorithm is an effective ensemble method. 

   The weighing strategy of Adaboost is equivalent to resampling the data space (Sun, 2007), 

this is also found in many classification approaches without a change to the method of learning. 

However, it minimizes information loss, reduces overfitting, as well as bias error of classifiers, 

with learning cost reduction (Ali et al., 2015). 

E. CREDIT DEFAULT 

There are numerous fraudulent bank credit operations resulting in credit defaults due to 

siphoned financing, double collateral, and dummy borrowers (Potamitis, 2013; NIBSS, 2024; 

CBN, 2023; CBN, 2024; Pollio and  Obuobie, 2010; World Bank, 2024; O’Sullivan, and 

Sheffrin, 2003) . However, errors should not be mistaken for fraud. 

 

 

 

Figure 1: Types of fraud (Potamitis, 2013) 
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REVIEW OF RELATED WORKS 

In literature, many approaches were employed for fraud detection. Furthermore, machine 

learning approaches have been deployed in this domain too, and their capabilities, comparison 

explored (Kirkos et al., 2007; Abbasi et al., 2012; West and Bhattacharya, 2016).  

    In (Seeja and Zareapoor, 2014), a credit card fraud detection model was developed based on 

frequent item set mining. It employed a matching algorithm to discover the closeness of an 

incoming transaction to either legitimate or fraudulent for a decision to be made and it recorded 

high fraud detection. Furthermore, the work of (Rao and Singh, 2013) employed ensemble tree 

learning methods and genetic algorithm to discover financial fraud. This concentrated on credit 

card fraud using the UCI machine learning repository. The implemented decision tree was 

enhanced by Adaboost, using WEKA as can be done t other classifiers (Witten et al., 2011; 

Freund and. Schapire, 1998). 

As reported by (Bian et al, 2016), previous fraud detection works disregarded the crucial 

imbalance nature of fraud data. It is imbalance because the number of valid records is largely 

smaller than the number of illegal fraud records. Ensembles (bagging and boosting) were 

concluded as the best.  

Table 1: Comparison of common classification techniques (Bhavsar and Ganatra, 2012). 

 Decision 

Trees 

Neural 

Networks 

Naïve 

Bayes 

K-NN SVM 

General accuracy  ** *** * ** **** 

Speed of learning *** * **** **** * 

Speed of classification **** **** **** * **** 

Missing values tolerance *** * **** * ** 

Tolerance to irrelevant 

attributes 

*** * ** ** **** 

Tolerance to redundant 

attributes 

** ** * ** *** 

Tolerance to highly 

interdependent attributes 

** *** * * *** 

Dealing with 

discrete/binary/continuous 

attributes 

All Not discrete Not 

continuous 

All Discrete 

Tolerance to noise ** ** *** * ** 

Dealing with danger of 

overfitting 

** * *** *** ** 

Attempt for incremental 

learning 

** *** **** **** ** 

Explanation ability, 

knowledge transparency, 

classification 

**** * **** ** * 

Support multi-

classification 

**** Naturally 

extended 

Naturally 

extended 

**** Binary 

classifier 

* = Average, ** = Good, *** = Very good, **** = Excellent 
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The work in (Rahmawati, et al., 2018) affirmed a 55% rise in bank frauds in 2016 and this 

happened because fraud could hardly be noticed traditionally except it has been committed. 

Therefore, the work proposed a fraud detection method in bank credit administration using the 

credit operation event log in combination with the hidden Markov models. The publication 

claimed an accuracy of 94% in its experimental fraud detection. Ninety event logs were utilized 

in the work. However, for enhanced research robustness, the event log quantity could be 

increased. 

In (Huang et al., 2018), the complexity of networks and financial transactions involved in a 

financial fraud like money laundering was exploited as a reason for difficulty in detecting 

financial fraud. According to the work, the complement of fraud network and its features can 

improve fraud detection performance but many of existing works in that domain concentrate on 

either network or features but not the two in their fraud detection methods. Therefore, the work 

proposed “CoDetect” as a fraud detection framework that combines network information and 

feature information in its detection of financial fraud using the anomaly detection approach. It 

utilized both primary and secondary datasets but the specific interest was on money laundering. 

Intelligent analysis of human behavior was used to detect financial fraud through a proposed 

framework called “FruadFind” in (Sanchez et al., 2018). It leveraged on the popular financial 

audit model called the fraud triangle theory to finally evolve the proposed conceptual framework. 

FraudFind is meant to discover, recognize, and be a pointer to fraudulent bank staff using 

semantic approaches.

The proposal for building a classification model in the detection of credit loan fraud based on 

individual level utility was evolved in (Choi et al., 2013), differentiating it from other works. 

A financial institution’s dataset, spanning six months was used. However, more dataset could 

enhance its result.  

 In (Ajah and Inyiama, 2011), the loan assessment system in Nigeria was analyzed due to a 

high rate of credit default in bank loan administration. The researchers did a critical study of 

bank loan fraud detection and IT-based strategies in the Nigerian credit market in banks. In 

times past, credit default by corporate and individual clients had almost crashed banks before 

the intervention of the central bank. The work explored various IT options to mitigate loan 

fraud in Nigeria’s banks credit administration. However, this work failed to employ a data 

mining approach to stop fraud, moreso the available data is huge nowadays with the embraced 

IT platforms of operation. 

 Odeh et al. (2011) evolved a multi-objective approach for the prediction of loan defaults using 

the fuzzy simplex algorithm which is a multi-objective optimization algorithm to generate 

decision rules in the prediction of loan default in a typical credit institution or bank. It reflected 

that pointers to default status are low equity and repayment of owners, too low or high capital. 
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METHODOLOGY 

This current work used a real life data from a primary source specifically the bank customers 

credit data from a reliable source where confidentiality is a special force to reckon with.  

The data employed for this work has 16 attributes and 5000 instances with numerical and 

categorical attributes. The training, testing, modelling, and simulation of this research was 

achieved by MATLAB 2017b with cross-validation employed. 

Data Analysis 

The data was trained and tested at the rate of 75 percent for training and 25 percent for testing 

using MATLAB, with cross validation employed. This is to achieve the desired flexibility and 

desired results. There are many attributes, out of which the most important were selected to 

discover legitimate or fraudulent transactions, leading to reliable predictions. Some of these 

attributes are binary; others are categorical, or numerical. 

Research Tools and Technology for Fraud Prediction 

The fraud prediction process started with a pre-processing which was done through the principal 

component analysis in MATLAB and the prediction of fraudulent transaction based on outliers 

observed in the trained and tested dataset. Supervised learning approaches were employed using 

the decision trees, Naïve Bayes, and sequential minimal optimization (SMO). The model 

employs other concepts and basic tools which are: Features selection, model integration, proof-

of-concept implementation using MATLAB. 

The Boosting Ensemble Prediction Based on Adaboost 

This work employs the Adaboost algorithm as an ensemble approach to predict fraud in credit 

default. In this domain, fraud prediction has not been carried out before or any ensemble approach 

used and specifically using Adaboost. The results of Adaboost on real life credit dataset to predict 

fraud in credit default is benchmarked against the results of base learners like Naïve Bayes, 

decision tree, logistic regression, and the sequential minimal optimization. Also, the result was 

validated against other existing ensemble approaches. The theoretical background of the 

Adaboost algorithm is explored next.  

A. ADABOOST ALGORITHM 

Adaptive boosting as a boosting algorithm was proposed by (Freund and Schapire, 1996). It 

focuses on classification problems and it converts a set of weak classifiers into a strong one 

and it works as presented below: 
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The Pseudo-code for Adaboost 

,

1

: , : , (( ) , (1, 2,..., )),

* ( lg )

* .

1
[1] : ( ) :

[2] 1

( )
[3] : ( ):

i i i I

l
l

i

Input a set S of mlabeled example S x x y i m with labels y Y

Learn a learning a orithm

Aconstant L

Initialize for all i w i initialize the weights
m

for l to L do

w i
for all i p i

 = = 

=

=

=

( )

1

[4] : ( , )

[5] : ( )[ ( ) ]

[6] 1/ 2

[7] : 1

[8] 12

[9] :
(1 )

[10] : ( ) : ( )

wl i

l l

l i l l i i l

l

l
l

l

l l l

compute normalized weigths

h Learn S p call Learn with normalized weights

p i h x y Calculate the error of h

if then

L l

goto

for all i w i w i










+

=

= 



= −

=
−

=





1 [ ( ) ]

1

[8]

1
[9] : ( ) : arg max (log )[ ( ) ]

l ih x y

L

f y Y ll
l

compute new weights

end for

Output h x h x y


− 

 =
= =

 

 

RESULTS 

The results obtained with the use of Adaboost on the dataset employed by this work is shown in 

Table 2. AdaBoost has the accuracy of 80.9%. Fig.2 shows a confusion matrix of positive 

predictive values and false discovery rate, while Fig.3 is a confusion matrix showing ROC curve 

which is a function of the true positive rate and the false positive rate. Furthermore, Fig.4 depicts 

the prediction flow for ensemble prediction based on AdaBoost as coined out of a Weka 

knowledge flow to achieve enhanced explanation. 

Table 1: Fraud prediction using Adaboost 

 TP Rate FP Rate Precisio

n 

Recall F-measure ROC Area Class 

 0.961 0.721 0.823 0.961 0.887 0.722 N 

 0.279 0.039 0.674 0.279 0.394 0.722 Y 

Av 0.809 0.569 0.79 0.809 0.777 0.722  

 

Instances correctly classified = 80.94%; Instances incorrectly classified = 19.06% 
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Figure 2: Positive predictive values and false discovery rate 

 

Figure 3: The ROC curve 

 

Figure 4: The knowledge flow 
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CONCLUSION                                                           

The ensemble learning approach in this work employs data pre-processing, base learners 

training and testing, and also ensemble training and testing based on a real life bank credit 

dataset with required consciousness of privacy and confidentiality of information. The proof-

of- concept of the model has a high accuracy and fast speed. 

The AdaBoost ensemble approach adopted in this research was found to attain an accuracy of 

80.9% with the employed dataset being the highest accuracy compared to three base learners 

engaged for the evaluation and also other existing ensembles. SMO has an accuracy of 77.7%, 

Naïve Bayes attained 78%, decision tree has 77.8% accuracy. The adopted approach in this 

current paper attained the highest accuracy and within a training time of 2.09 seconds compared 

to random forest’s 20.55 seconds. It also has the least number of incorrectly classified instances 

of 19.06% compared to random forest with 22.52% and bagging of 19.22%.  

Therefore, Adaboost being an ensemble approach has been able to use a voting process to 

discover the shortcomings in each iteration. It thereafter used its computed normalized weights, 

calling the result initially available for learning based on normalized weights, and then the error 

was calculated. With the errors identified and a further computation of new weights to eliminate 

the errors; it was able to arrive at an enhanced accuracy. 
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